GREGORYBELLER

Transformation of Expressivity in Speech

1. Introduction

The need to express and understand emotions rdarfental part of
human communication. This level of information doest always
inform us of the emotional state the person i€iren if the actors are
driven by their emotions, they can also be simdlakgom reviewing
different theories on the control of emotional teats and of several
emotional data collecting methods, it appears rsecgdo separate the
inner emotional state from the corresponding ouparceived
expression, by the introduction of the term ‘expié@sy’.

With regard to speech, expressivity is presented he a level
of information in the spoken message which gattfersxpression of
emotions, simulated or not, attitudes and moodis ttifferent from
speaker identity, speaking style, modality and pnemce, which
justifies the interest in defining a state refeeermalled ‘neutral’.
Expressivity is accessible beyond words becaugedtso conveyed
by paralinguistic indices such as restructurings-werbal sounds,
and prosody.

Since it is an essential level of information, husmaachine
interfaces try to manage it by recognising andssising expressive
speech; indeed, current speech synthesis method&l@matural and
intelligible speech. Art directors, film studios darvideo game
producers are now interested in the many pos&dslibf a system
which offers analysis, synthesis, and transfornmatiof the
expressivity of the voice, as demonstrated by théO5 project.

Statistical models of emotional prosody have besaduby
voice conversion systems (Hsiat al. 2007) as well as by
concatenative (Bulugt al. 2007) and HMM-based (Yamagiséi al.
2005) speech synthesizers. Our approach consistsplitfing the
problem into two parts: firstly, we establish a tnalisynthesis from a
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neutral corpus of excellent quality; then we transf the expressivity
of this synthesis. This does not prevent us fronmguexpressive
targets in the stage of synthesis, and it alsownallos to transform
recorded and non-synthesised sentences. The seqmamdof this
chapter focuses on transformation of the expregsi¥ian utterance.

2. Emotion and expressivity

A growing community of researchers study emotiateh to infer or
confront theories on emotions. A commonly recoghishfficulty
expressed in these studies is evaluating the degoée
control/spontaneity over the emotional data. Thedaemotional data
from long studies in laboratories is now widelyticised by those
who wish to observe the demonstrations of theefmlbtional states.

However, it must be acknowledged that several tigcies
employed by actors, for example, self-inductioranfemotional state,
can lead to real emotional expressions. Furthermbis difficulty
shows that a clear boundary has to be drawn betimaen emotional
state studies and outer expression observationat Bhwhy we
provide an attempt at defining expressivity.

2.1. Theoretical background on emotions

Different topics related to emotions have motivatedories. Many
theories have been designed on the function, thhe amd the
mechanism of emotions, though few of them deal wWithcontrol of
emotions and related emotional reactions. Here rweot provide a
chronological view of such theories.

From Aristotle to the Middle Ages, emotions werasidered as
reflecting the animal part of the human kind. To tgeperfection, one
has to control them (Saint Thomas d’Aquin). At rti Descartes
describes emotions as bodily responses to extstimalilli (Descartes
1664). They are thus uncontrollable since they g of rational
determinism. LeBrun draws a dictionary of compoaed basic facial
emotional responses. They both related the existefian emotion
organic centre, called the pineal gland.
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In 1872, Charles Darwin characterises emotionseatiges of
patterns of actions for the survey, designed by lutlemary
development (Darwin 1872). This description of eysatic emotional
responses, which are considered as universalsmnmals), does
not allow for any control, as they are biologicatlgfined. Shortly
after, James (1884) agrees with Darwin, but chartbes causal
relations. Emotions are appraisals of emotionattieas which are
direct responses to external stimuli.

During the past century, cognitivists aim at ddsnog this
appraisal (Frijda 1986). Scherer especially dessribwo parallel
processes that occur in vocal expression of emet{Scherer 2006).
The ‘push’ effect underlies psycho-physiologicaiations displayed
by uncontrollable paralinguistic signs. The ‘pudffect is shown by
the use of socio-cultural codes. Each of thesedffects affects the
prosody of emotional speech. The ‘push-pull’ disfion aims to
distinguish between the controlled part (pull) &mel uncontrolled one
(push). This distinction can be seen in other tiesoas making a
difference between the spontaneous part and thédigfacted part
of the expression of an emotional state (Buck 198B§ argument for
totally, culturally designed emotional responsedstral in the social-
constructivist perspective that claims that ematioesponses are not
biologically but culturally motivated (Averill 1980

Nowadays neuroscientists aiming at localizing thee@l gland
refresh the debate. On the one hand, emotionautsaem to be
directly managed by the limbic system and thenrjmeted by the
cortex (LeDoux 2005). On the other hand, somatiects related to
emotions can be activated consciously (Changeug)1&&at is to say,
one can self-induce emotional reactions withoutribed of external
stimuli. This debate about our ability to contrat@ional response is
at the heart of methods for collecting emotionahda

2.2. Collecting emotional data

Emotional data is, by nature, rare and heterogenedavertheless,
some experimental protocols allow their acquisiti@ouglas-Cowie
et al. 2003). These methods are generally divided inteettadopted
classes:
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. Naturalistic data:

o Free context: All emotions can occur. The diffiguémains
in the lack of knowledge about the context and
consequently, in the variability of recording cdratis
(Chung 2000).

o Constrained context: A service is dedicated to ifipec
scenarios where a limited number of emotional stasmn
occur. As the emotional state is not the goal & wo is
under it, this method is part of the category of indirect

measurements, using the perception test terminology

(indirect method). It provides naturalistic emotibrdata
with a stable recording process (Vidrascu/Devil2085).

. Induced data: An emotional situation is artificjatireated in a
predefined context with good recording conditioAgain, it
involves indirect methods, the subject of whicmig aware of
what data is really observed (Aubergéal. 2004).

. Acted data: Actors simulate desired emotions wsjleaking a
chosen text and are recorded in ideal conditioimeddmethod).

A review on techniques employed by actors reveladd some can

generate naturalistic data, e.g self-induction wesh(Belleret al.

2008c), though these techniques have not beervieddh a scientific
study yet. All recorded emotional data by use oedti or indirect
methods handle a compromise between their spotyaaed their
controllability (or the knowledge about their coxtle The case of
acted versus spontaneous emotional expression és barder to
define taking into account that the person in aotemal state cannot
measure the degree of control he has on his owressipn. From a
perceptual point of view, it is also difficult wheregarding an
emotional expression, to infer whether the speaiserin the
corresponding emotional state. Nevertheless, atienal expression
simulated or not, often contains enough informatfon people to
agree on the inner emotional state, i.e. on a sip@o about the inner
emotional state. Even if we do not know that theogon is true or
acted (felt or not), we can observe the same emaltiexpression and
then reproduce it in order to give the informatidrthe corresponding
inner motional state. Thus, it seems that a cleanflary needs to be
defined between an emotional state and its exmes$io distinguish
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the emotional (inner) state, i.e., what one cat, fieem the (outer)
expression of this state, i.e., what people cangpes, we specify this
last phenomenon by the term ‘expressivity’.

2.3. A definition of expressivity

Expressivity is a level of information in commurtica. This level
groups together the external demonstrations, cibedror not, which
can be attributed to uncontrolled internal staldwese internal states
include the emotions, feelings, attitudes, moods psychological
states which make up the actor's performance sBagressivity is
thus a part of the communication system, defineal dsmonstrator of
an internal state which is inaccessible, by definjtin others. This
internal state can be present or not, and its detration can be thus
feigned or not. In every case, the expressivityenefonly to the
internal states which we can suppose are uncaatell

As for any common perceptual category, a signiticarmber of
people should agree on the term used to defineesgity. Since the
perception of expressivity is dependent on the exdnin which it
occurs, and since the way one perceives it isenfted by its proper
experienced inner emotional states (neural pexjatttion theory
(LeDoux 2005)), a large number of items compose pheel of
expressivity. Actually, the literature reveals adb related terms that
can be said to be components of a heterogeneddisvith ambiguous
and badly determined words. Even if standardisatibave been
proposed by the observation of the universal ematiogesponses
(Ekman 1999), perceptive tests (Devilletsal. 2003) still show that
people prefer to use more than one of these waoodslabeling
emotional data. Furthermore, one can consider aagyarcategory, yet
others will differentiate cold anger from hot angence involved
taxonomy is strongly application-driven. Thus, st hard to define
explicitly a closed set of linguistic categoriesatthcompose
expressivity. That is why we attempt to define tinformation level
by using ‘the opposite definition paradigm’. In ethwords, we report
here information levels that cannot be considered part of
expressivity (see Figure 1).
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Figure 1. Presentation of various levels of inforomtiinvolved in verbal
communication (right part). Expressivity refers to a higptical internal state. The
spoken message, which conveys this information, i&rdecomposed into several
supports (left part).

2.3.1. Speaker identity

First of all, in any act of vocal communication heis a speaker
involved. The various information relative to thdemtity of this
speaker is then implicit in communication. In thase of spoken
communication, the identity of a speaker is condeyg its voice. The
sex, age, health, origin (foreign status, regiomatent, social
standing, level of language) all contain a wealthirdormation
relative to the personality of the speaker madessible to the others
by the voice.

2.3.2. Speaking style

Numerous contextual factors can affect the mannemvhich an
individual speaks. First of all, physical consttaican bring them to
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speak louder or to repeat words they have saidefample, in the
case of a noisy environment (Garnier 2007). Somggstraints also
come into play. The professional constraints egfigdiring complex
speaking styles as is the case in political spescin a teaching
environment. Finally, important differences appedetween
spontaneous speech, speech read from a text andhspecited ‘off
by heart'.

2.3.3. Semantic message

A speaker taking into account external constragimunicates a
semantic message. Interestingly, expressivity cay lme perceived by
the way words are pronounced and flourished byvesbal sounds.
This means that semantically non-expressive teseisl (neutrally) can
be spoken in a way that people can perceive andetkexpressivity.
By non-expressive texts, we rely on sentencescidmate pronounced
in any expressivity without losing any sense. Tdamer extent,
musical performance can carry expressivity withesihg any word.
Furthermore, universal emotions can be perceivefbtaign listeners
that do not understand the language of the expeesspeaker
(Burkhardtet al. 2006). Expressivity can thus be explicitly recagoi
by means of the semantic message, but is not depead it.

2.3.4. Modality

Modality is a special part of the vocal communigatidue to its
important role in dialog management. Modality imgelly defined
by three common categories: question, assertioneanthmation. In
normal dialogical situations, modality governs toer of word. At
some point of a discussion, it reflects the positid the speaker on
the issue being discussed. He can then adopt thesibp position,
generally called case irony, scepticism and ddutwy and doubt are
commonly classified as an instance of expressifity, unusually, we
leave it to the reader to classify them as a platthed modality group.
This is because of the strong relationship betw#en linguistic
message and the way it is uttered. This does matept the message
from being accompanied by any expressivity suctc@susion or
embarrassment.
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2.3.5. Prominence

Prominence is the perceptive result of controlledustic contrasts

(culmindion, distinction, demarcation) performing several fimrs. ,/{Supprimé:nce

First of all, it is evident in the accentuationagfritain syllables which
can be defined by linguistic rules (Lacheret-DujBeaugendre 1999)
and which is thus language-dependent. Prominernetsoes plays a
role in the disambiguation of the sense, as in rpei@ accent.

Finally, prominence also serves to emphasise ceglaiments (accent
of focus, accent of emphasis, and accent of irtsiga It seems that
prominence plays a particular role in verbal comiration, because
its realisation requires a more important part ohtmol during its

production. That is why prominence distinction &y important for

expressivity analysis (see Section 4.1.2). In sageway, the ‘push-
pull’ theory can be scaled down to a local and dyicaversion: the

non prominent, obvious syllables, which are broughbut by the

‘push’ effect vs. the prominent, more elaboratedlables, the

realisations of which are marked by the ‘pull’ etfe

2.4. Neutral as a reference

In this chapter, expressivity is explicitly presshtas a level of
information among others, within a vocal messaga. iddividual
(speaker identity) pronounces (modality and promde¢ a linguistic
message (semantic message), in a certain physigabement and
under certain social constraints (speaking styte) according to his
internal state, which he decides to express orregppexpressivity).
To observe the variations due to this last leveh@drmation, that is,
due to expressivity, it is necessary to marginalisevariations due to
the other levels of information. If it has not besmonstrated yet that
there is a neutral internal emotional or psychaabstate, in which
neither emotion, nor mood, nor feeling, nor atttuexists, the
existence of a level of zero expressivity, in whilth speaker gives no
information about his internal state, seems wicalgepted by those
who address this absence of information by the:aasatral. This is
why researchers and engineers usually compare éssions of the
same sentence, pronounced by the same person atitt isame
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conditions, and containing two different expressg, in order to
analyse, measure and compare them €fad, 2006). This empirical
and widely used process seems evident here beitanedtralizes the
variations due to the other information levels ider to enlighten the
variations relative to the change of expressivithe measured
variations can be reused for the other speakeropring other texts
and so lead towards general, generative modelxmEssivity. The
realised corpus is based on this process (see8eiti

3. Expressivity in speech

The ‘double coding of speech’ framework (Fénagy 3)98
differentiates the linguistic channel from the piaguistic channel.
The linguistic channel contains the semantic infation level of
words structured by syntax. The paralinguistic clghnhandles
nonverbal sounds, restructuring and prosody thedrd®e not only the
way words are pronounced but also the way nonvesbahds are
uttered. From a perceptual point of view, the listeperceives an
acoustic signal where information is expressedyupin syntax and
restructuring, in a structured sequence of verbad aon-verbal
sounds, all modulated by prosody. Previous infoimnatevels and
their relationships are retrieved by the listenecatling the spoken
message together with other modalities such asalyisand with
internal and situational knowledge.

3.1. Non-verbal sounds

Non-verbal sounds are a common phenomenon in speluB

category groups all sounds produced during spdethdb not handle
any linguistic function. For instance, fillers (hter, scream, etc.),
and respiration (breaths, pauses, etc.) are impuoitdormation for

expressivity but not for semantic sense. In faohverbal sounds act
as a semantic mark-up of expressivity. One carr iséelness only
from a cry, and fear only from a scream. The imgace of nonverbal
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sounds can be emphasized by the fact that thegfeme written in a

text, in a phonetic-spelling way. For instanieea,ha hais often used to
write laughter in comic strips. Despite a formadttel representation,
non-verbal sounds appear to be of first importaioceexpressivity.

That is why expressive text-to-speech systems s$tarsynthesise
nonverbal sounds such as laughter (Beller Forth.).

3.2. Restructuring

Another part of the paralinguistic channel reliea @ossible
restructuring cases that are commonly consideredisilsiencies in
neutral speech (Piu/Bove 2007). Repetitions, negstt and other a-
syntactical restructuring of speech are informatind appear a lot in
expressive speech (Bell@t al. 2008c). An efficient and common
language needs to be defined in order to annoketeetexpressive
non-verbal phenomena (both restructuring and nobalesounds) and
to compare them among corpora. Several transangptltave been
proposed (Aubergét al. 2006). They almost all consist in extensions
of the SSML (Eideet al. 2004) (Blankinship/Beckwith 2001).

3.3. Prosody

The verbal and non-verbal sounds of speech areremden a
sequential way. At the same time, the acousticiza#n of these
sound elements is modulated by prosody. Prosodys dedth
phonological features, known as suprasegmentalrestwhich apply
to groups larger than a single segment (e.g. tlh@gahe), such as the
syllable, the word, or the breath group. Five fezguare cited in
literature as the five dimensions of prosody (Rfger 2006):

. intonation: fundamental frequency, pitch, FO;

. loudness: intensity, energy;

. speech rate: speed of delivery;

1 SSML: Speech Synthesis Markup Language: <httpsww3.0rg/TR/speech-
synthesis>.
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. articulation degree: pronunciation, vocal tract figuration,
formant dynamics;

. phonation: glottal excitation, relaxation (pressedormal /
breathy), vibration mode, voicing.

4. Prosody analyses

The significant variation of these features, adldtto the change of
expressivity, makes it possible to build modelsctbrs’ performance
styles. The recording of the latter provides soerdmples which are
both symbolically and acoustically analysed. Thelntze then learns
the existing relationships between the expresswitiand the
configurations from acoustic parameters such asnation (for
example), whilst taking into account contextualomnfiation. Lastly,
these generative statistical models are able tpgz® parameters of
transformation for new sentences from outside & torpus, and
more importantly from a different speaker. The usk these
transformation parameters by speech processingithige makes it
possible to confer a desired degree of expresstatyecorded or
synthesised neutral speech. Therefore, we buildx@nessive corpus
involving actors that utter expressivity. After peating the corpus,
we shall offer some prosodic analyses to prepaeedisign of a
context-dependent generative model of the prosdadxpressivity in
speech.

4.1. IrcamCorpusExpressivity

IrcamCorpusExpressivity contains recordings of féwench actors
(two males and two females for a varying speakentity) each with
a duration of approximately one hour and a halfléBet al. 2008c).
They were all recorded in the same professionalditons and
followed the same procedure. Ten neutral senteexteacted from a
phonetically balanced French corpus (Combescuré)l®8re uttered
with expressivities: introvert and extrovert angémfrovert and
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extrovert happiness, introvert and extrovert featrovert and
extrovert sadness, and, positive and negative isagr disgust,
discretion, excitation, confusion, and, of courseutral. Moreover,
six repetitions per sentence occurred for basictiem® (written in
italics), starting from the neutral version andeeftards with an
increasing degree of the expressive level (powéznksity, activation).
The corpus was composed of approximately 550 uitexaper actor.
Each utterance was phonetically hand-segmentedigtard semantic
level) and prominence was hand-labelled (to disgamiminence
level). Some non-verbal sounds for each emotioreva¢so recorded.
All these data and their interrelationships werenaged by a
relational database management system (Betllak. 2008b).

4.1.1. Intonation and loudness

The first analysis of the corpus focuses on infomaand loudness.
Pitch has been estimated with the Yin algorithm (De
Cheveigné/Kawahara 2002) and loudness with a perakep
measurement (Peeters 2004). Jitter and shimmeretated to the
spectral centre of gravity of windowed pitch andudpess
respectively. Pitch is modifiable, using dynam@nsposition, just as
loudness is modifiable, using dynamic gain, thatksSuperVP, a
phase vocoder technology (Bogaaeisal. 2004). The known results
in agreement with the literature set apart (a gtroorrelation between
pitch and loudness), show that extrovert emotioftenodistinguish
themselves by a pitch the average of which is t@th@an octave or
two over that of the neutral case (see Figure ). & simple
estimation of the average does not allow distirtgog between
extrovert happiness and extrovert anger. This lemd® investigate
other prosodic dimensions such as speech rate.

4.1.2. Speech rate

Speech rate is often defined as the average nuofbeyllables per
second in a whole sentence (Chung 2000, Pereira8i&998).
Because the most prominent syllables often haeagelr duration, we
prefer to define speech rate by the sequence dfidhudl syllable
durations. The speech rate curve is thus reprateibie an
interpolation of the durations of syllables (seegufe 2). A
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deceleration corresponds to a rising of the cungean acceleration is
represented by a falling of the curve. These mowvisnean be
simulated using SuperVP by locally time-stretch{ogmpressing or
dilating) the speech signal. Figure 2 shows that fthal accent is
more distinguishable in the speech rate curve thatme FO curve.

Indeed, it has been shown that speech rate analjtsigorominence

care performs a better discrimination between &giitchappiness and
extrovert anger than pitch analysis only (Belégral. 2006). The

author emphasises here the need for prominencamafion level to

analyse expressivity (see Section 2.3.5) since im@mh parts of the
speech are more controlled than others.

Another advantage of the dynamic speech rate estime the
facilitation of the study of rhythm. In fact, Figu2 shows clearly that
the actor emphasises the sentence with an incodabe prominent
syllable duration which gives a certain rhythm te performance.
Research is now focused on rhythm extraction stoaseasure the
metricity of the speech, that is to determine whetih possesses an
inherent perceptual rhythmical structure or not.

Sentence: "C’était le méme nom que la personne qui avait signé rticle."
041

035}
0.3
0.25}
0.2

Durations in s.

0.15}
0.1

2 2.5 3 3.5 4
Timeins.

1 15 .
/ “'\
fA /'\/‘F 1
200;__‘W \“/" R, W

0 0.5 1 1.5 2 2.5 3 3.5 4
Timeins.

FO in Hz.




27C Grégory Beller

Figure 2. Duration of syllables and FO curve of anEhesentence uttered by a male
actor with extrovert happiness: “C’était le méme name ta personne qui avait signé
cet article”. Squared syllables are perceived as jpramh

4.1.3. Articulation degree

Articulation degree (Lindblém 1983) originates froimteractions
between phonetic context, speech rate, and spelgtnamics (which
study concerning the influence of segment duratianthe vocalic
triangle in neutral speech (Gendrot/Adda-Decker420§hows that
formants aim towards a central vowel for segmehtshort duration,
resulting in a diminishing of the vocal triangleear(neutral natural
tendency). A major difference exists between néusmad other
expressivities. Given a phonetic context, the alditton degree is not
only dependent on the speech rate variable butbal®xpressivity.

Indeed, we conducted a statistical analysis onirtieence of
expressivity on the articulation degree (Bel&gral. 2008a). Using
phonetic segmentation, previous dynamic speechestit@ation and a
proposed robust formant analyser, articulation eegrfor different
expressivities were computed. The neutral nateradiéncy is clearly
not designed for expressivities like extrovert s introvert fear,
and surprises which show a reduction of the vodaiigle despite
slower speech (see Figure 3). Conversely, extromeger shows an
expansion of the vocalic triangle area which exsedtht of the
neutral natural tendency. Dynamic frequency warpimgnages
articulation degree modifications by moving dynaatlic formant
frequencies. Again, expressivity analysis and fansation require
phonetic information derived from the semantic ragssinformation
level (see Section 2.3.3).

4.1.4. Voice quality

Voice quality has been recently introduced as &g dimension
(Campbell/Mokhtari  2003), especially for expressivepeech
(Gobl/Chasaide 2003). This recent and exciting éaork groups
several analyses aimed at describing phonationer8kyroblems
arise as this approach intrinsically involves avense problem — the
separation of the effects of the glottis excitatgignal and of the
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vocal tract filter. Nevertheless, some featuresaaly exist and allow
for an analysis, such as the four parameters lctgmts-Fant (LF)
model together with the Rd relaxation coefficieRaritet al 1985).
Our first step in voice quality analysis thus inxed an ARX-LF
model estimation of the speech signal (Vincetnal. 2005). From the
parameters of the LF models, the Rd coefficiembismputed (Henrich
et al. 2002) to estimate the relaxation degree of theedpe
(pressed/normal/breathy). To change this coefficérd to transform
voice quality, a filter is designed by the ratio tbk corresponding
spectral envelope of the glottis models and apglie&uperVP. Voice
quality analysis also investigates other phonatibanomena such as
voicing (dynamic spectro-temporal voicing frequencyibratory
modes (falsetto, normal, fry), abnormalities (asyetmyn of the vocal
folds) and micro-temporal variations (jitter, shiemngrowl).

vocalic area and speech rate of corpus Combe2006
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Figure 3. Expressivities performed by a male actepresented according to their
vocalic area (X axis), to their syllabic duration (Yspand to their mean pitch (Z axis
-colours). Ellipsoids show mean values (centre cootéi#and variances (widths).

4.2. Paralinguistic paradox
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Interestingly, voice quality parameters (open ) seem to be
dependent on the pronounced vowel (probably dugrtmuction
efficiency). Similarly, in order to analyse theiemtation degree (to
draw a vocalic triangle; for instance), we needeast the phonetic
labels of the vowels. This level of annotation offa categorisation in
phonetic classes in which the spectra of the cporeding vowels can
be compared. Thus the articulation degree can timated for all
utterances independently of the phonetic context taen used to
compare expressivity. Again, the study of speeth lhas shown the
importance of the prominence level of syllables.

Indeed, one major difficulty in the analysis of glarguistic
features is the acoustical influence of the veseglmental content.
The realization of phonetic segment sequences rdrive a text
implies a co-articulation phenomenon and other jolygical
constraints that may affect pitch course and offtesodic features.
The produced infra-segmental variations can falgayattributed to
prosody if the linguistic context is unknown. Inder to observe
supra-segmental features, segmental effects neleel temoved. That
is the paradox of paralinguistic analysis that nexu linguistic
information to be achieved. This is done by addowntextual
information at each step: analysis, transformadiod synthesis.

5. Prosody model and transformation

Our system is aimed at transforming a given newtakce utterance
into a target utterance with the same sentence fhe same speaker,
in the same speaking style, and with respect @irai modality and
prominence, but with a given expressivifyand a given expressive
powerP. First, linguistic information is derived fromehext for each
syllable of the neutral sentence (see Section #)s Pprovides a
temporal sequence of context&,¢ Then two corresponding acoustic
descriptor sets are predicted, one using exprégsidutral Al odel
and the other using expressivE/AEmode; Inferred acoustic parameter
distributions are then compared so as to provigmstormation
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factors. Hence the problem becomes to infer acoudsia A model
corresponding to a given context,Gie = G, i.e. to evaluate:
P(Axmodell Cf<moch = CI)

5.1. Context-dependent model

The recordings divided in syllables can be clasdifaccording to
symbolic information such as expressivity, promireievel, syllable
type (V, CV, CVC..)), or other linguistic annotatigrelative to other
information levels). A context is defined as aafesymbolic variables
that can take different states in closed vocalegarAn example of
such a context is given in Table 1. The syllabedprced in context C
is a non-prominent syllable made of a consonant) @\ of a vowel
fal, uttered by a male expressing extrovert angtr an expressive
power of three (third repetition of the sentencthim database).

Variable Information level State description Example
Gender speaker identity female or male “male”
expressivity expressivity see section 4 “extrovedes”
Power expressivity degree or power| t8”
expressivity

prominence prominence non-secondary, | “non-prominent”
primary prominent

type semantic message V, CV, CVC, VC “CVv”

vowel semantic message “lal”

Table 1. Context definition: symbolic variables of diffint information levels and
their state descriptions. C1 is an example

5.2. Model parameters: stylization of acoustic teas

Once the context Goge = G is defined, temporal evolution of the
acoustic signals related to prosodic dimensionsbeamodelled: e.g.
FO, loudness, local speech rate, articulation degnelaxation
coefficient. At this point there were many attempts stylizing
intonation contours. Different stylization modelen® proposed and
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tested on the data. They could briefly be summedsipg Legendre
polynomial family, starting from mean value on gegment (order 0),
by way of linear model (first order), to higher erdtylization models
like quadratic (second order) or cubic (third ojdeontours. This
family is generally used since it confers the modelspecific
scalability on its fitting precision (Schwarz 2004providing
controllable complexity to the model. Every syllalgf expressivityX

is modelled by the stylization parameter valuegsoécoustic features
AX oceisyllable  together with its corresponding  context
CXmode(SYllable). These are the parameters of the proposed pmsodi
model of expressivity.

5.3. Model robustness: statistics

The power of a model is not only in its capacityfitovell and infer
real data, but also in its simplicity (reduction afmplexity) and its
generality. Therefore, statistics are used to etalpart of the model
parameters that remain stable and robust in afsigni amount of
data. Again, contextual information is used to grayllables into
classes. Statistics of model parameter values eastimated in each
context, leading to smoother, more robust, and reigneificant model
parameter values.

5.4. Model generalness: marginalized decision tree

A new sentence to transform can present a contéithwwas not
observed during the recording phase. In that cese,generative
model has the ability to propose a solution angBuparameters for
the transformation. Several solutions exist depmpdion the
knowledge about the context relationships. Firstlye ability to
compare contexts (needing a definition of a synabdistance) can
lead to a choice of the closest context to infedeh@arameter values
or to interpolate values of the neighbouring cotgexSecondly,
unobserved cases can be filled by model paraméttibdtions that
are given a priori, using a Bayesian paradigm el007). Finally,
and as presented in more detail here, knowledget alomtext can be



Transformation of Expressivity in Speech 275

defined by hierarchical relationships between cantd variables. We
view the order of the presentation of contextualaldes (see Section
1) as a hierarchical order (expressivity is morepanant than
prominence which is more important than syllablpetyand so on).
Figure 4 represents this hierarchy by means ofciside tree. Each
variable can take as many states as labels incitiermary. Each node
groups leaf syllables the context of which is thene as described by
the path of the node.

Let us suppose that the new sentence to transfoesempts a
context G that was unobserved during the learning phase. For
instance, it may happen because none of the sydlaiflthe database
contains the desired syllable type (“CV”). Thattparthis too specific
request can be eliminated by marginalising contéttt regard to the
variable type. This modified request is then agptie find syllables
from the database which correspond less to ourliniontextual
request @ but which correspond to the most important pérthat
request (to the sense of the predefined hierarci®gccessive
marginalisation of the initial request can be repeéantil a syllable is
found, or until a significant number of syllablesavike been
accumulated. This procedure leads to a predictibhacoustic
transformation parameters for any symbolic congssen if it was not
observed before; it allows the model to become igéne
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prominence prominence

marginalization

Syllable Syllable

Context marginalized
context

acoustic acoustic

fea features

Case A: observed context Case B: unobserved context

|

Figure 4. Decision tree involving a hierarchy of ®xtual variables. Left: Observed
case of the database. Right: Unobserved case #wiires recursive context
marginalisation until it reaches an observed case.

5.5. Prosody transformation

After the two inference phases, the proposed piosoddel, fed by
the input sequence of contexts™(Q, provides two sequences of
acoustic parameters: “oger (neutral) and Ay (desired
expressivity). Significant differences can be seen effects of
changing from one expressivity to another (seei@e@.4). These
two sequences are compared in order to provide ndignapeaker-
independent transformation controls that drive aigprocessing
algorithms (SuperVP and ARX-LF model). Some examplan be
listened to at the following addresshttp://www.ircam.fr/anasyn/-
beller»
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6. Conclusion

In this chapter, we have presented a review ofritbedhat deal with
control of emotional reactions. They raise theidifity of evaluating
the degree of spontaneity in an emotion by obsgremly its external
expression. Although empirical methods involvingedt and indirect
measurements have been used to collect emotiotelitlés difficult
for them to identify the inherent degree of contt@ speaker has on
his emotional reaction, whether it is simulated nmt. Therefore,
emotions and their corresponding expressions hawe be
distinguished.

We have provided an attempt at defining expregsiag an
information level of communication. This involvedl perceivable
demonstrations, controlled or not, of an interntates that can be
interpreted as uncontrolled. Expressivity can fdlynhe separated
from other information levels, e.g. speaker idgntgpeaking style,
modality and prominence. In practice, the taskaiglar since all these
information levels share the same paralinguistenctel composed of
restructurings of verbal words and non-verbal ssum@dl modulated
by prosody. This problem can be solved by discgrdimosodic
variations due to other information levels, e.goining the so-called
neutral case.

By contextually clustering an expressive French posy
significant prosodic variations can be attributed the change of
expressivity. A statistical context-dependent mdthbas been
described. The resulting speaker independent moidekpressivity
has been used to modify the expressivity of a atutterance, either
recorded or synthesised. The proposed method iedaiah artistic
ends, but can also be applied to the analysis thif@momorphisation
of Human-machine interfaces.
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