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Wave field synthesis (WFS) targets the synthesis of the physical characteristics of a sound
field in an extended listening area. This synthesis is, however, accompanied by noticeable
reconstruction artifacts. They are due to both loudspeaker radiation characteristics and ap-
proximations to the underlying physical principles. These artifacts may introduce coloration,
which must be compensated for over the entire listening area. Multichannel equalization
techniques allow for the control of the sound field produced by a loudspeaker array at a
limited number of positions. The control can be extended to a large portion of space by
employing a new method that combines multichannel equalization with a linear microphone
array–based description of the sound field and accounts for WFS rendering characteristics
and limitations. The proposed method is evaluated using an objective coloration criterion. Its
benefits compared to conventional equalization techniques are pointed out for both ideal
omnidirectional loudspeakers and multi-actuator panels.

0 INTRODUCTION

Wave field synthesis (WFS) is a holophonic technique
that relies on the reproduction of physical properties of
sound fields in an extended listening area using linear
arrays of loudspeakers [1], [2]. WFS generally considers
the synthesis of “virtual” omnidirectional sources located
in the horizontal plane. The corresponding loudspeaker
driving signals are simply expressed as delayed and at-
tenuated copies of a filtered version of the virtual source
driving signal [3].

Approximations of the ideal underlying physical prin-
ciples (Kirchhoff–Helmholtz and Rayleigh integrals) that
are necessary in deriving a practical implementation intro-
duce reproduction artifacts [3]–[6]. The use of loudspeak-
ers that display nonideal directivity characteristics adds to
these artifacts. Moreover, these artifacts depend on both
the target virtual source characteristics and the listening
position. They cause sound coloration and may introduce
localization inaccuracies.

The goal of this paper is to present and validate, ac-
cording to perceptually relevant criteria, an equalization

technique adapted to WFS that reduces rendering artifacts
in the entire listening area for any target virtual source. A
typical WFS installation may consist of one or several
horizontal arrays located in a horizontal plane comprising
tens to hundreds of loudspeakers. In this paper the focus is
on the compensation of free field rendering artifacts intro-
duced by a linear array for the reproduction of omnidirec-
tional virtual sources using WFS.

The loudspeaker array can be regarded as an acoustical
aperture through which the incoming sound field (as ema-
nating from a target sound source) propagates into an ex-
tended yet limited listening area. Simple geometrical con-
siderations enable one to define a zone in which the virtual
source is “visible” through the loudspeaker array. This
“visibility zone” outlines the area in which the target
sound field is properly reproduced [4], [5], [7]. Given the
finite extension of the listening area and the loudspeaker
array, sources can only be located in a limited zone so that
they remain visible from within the entire listening area.
This source visibility area is displayed in Fig. 1(a).

Considering the limitations of human sound localization
capabilities, the source visibility area can be spatially
sampled so as to define a finite ensemble of target virtual
source positions [6]. The localization blur, or minimum
audible angle, is defined as the just noticeable difference
in azimuth perceptible by a listener. Blauert [8] reports a
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localization blur of ±3.6° for sources in front of the lis-
tener and of ±10° for lateral sources. However, for WFS
applications it is not possible to distinguish between front
or side since head orientation is arbitrary. The source grid
displayed in Fig. 1(b) is created such that the minimum
angle between any two sources taken within the source
visibility area is inferior to ±2.5° as observed from any
given listening position. This source grid defines a finite
ensemble of elementary virtual sources to be synthesized
with the prescribed WFS installation.

Conventional equalization techniques consider each loud-
speaker of the multichannel reproduction system separately.
They will be referred to as individual equalization tech-
niques. They tend to compensate for the spatially averaged
frequency response of each loudspeaker independently of
the reproduction objective (target virtual source). This equal-
ization does not account for specific radiation character-
istics of each loudspeaker. Applied to WFS, these methods
do not provide an accurate means for controlling the syn-
thesized sound field over an extended listening area.

Multichannel inverse filtering techniques [9] offer con-
trol of the sound field at a limited number of points in the
listening space. Filters are calculated in order to minimize
the reproduction error at the control points according to a
target. The sound field radiated by the multichannel re-
production system is described by measuring loudspeaker
impulse responses with microphones located at control
points. These filtering techniques will be referred to as mul-
tichannel equalization. The solution produced by multichan-
nel equalization techniques achieves both the synthesis of
the reproduction objective (virtual source for WFS) and the
compensation of reproduction artifacts in a unique process.
Multichannel equalization techniques are blind processes,
which are not constrained by the rules of any formal sound
reproduction technique (stereo, Ambisonics, WFS, and so
on). The only obvious connection with a given sound re-
production technique can be found in the loudspeaker ar-
rangement and reproduction objectives. Multichannel
equalization techniques ensure that the reproduction error
reaches a minimum at the control points but cannot guar-
antee, as such, that the sound field is appropriate else-
where. However, for WFS applications sound-field control
must be effective over the entire listening area. It should
not be restricted to a limited number of points.

Multichannel equalization has been applied to sound
reproduction mostly in the case of Transaural1 [10] or
generalized Transaural [11] sound reproduction [9], [12]–
[15]. This type of application requires that the listening
area be restricted to the location of the listener’s ears.
However, in most applications listeners are likely to move
away from the equalization points. Nelson et al. proposed
to investigate the extent of the “equalization zone” [9] in
which the synthesis error remains sufficiently low.

In [16] the author (together with Horbach and Pelle-
grini) proposed a method based partly on multichannel
inversion (see also [17]). The method was applied to the
reproduction objectives of WFS and aimed at controlling
the free-field radiation patterns of multiexciter distributed-
mode loudspeakers, now referred to as multi-actuator pan-
els (MAPs) (see [18]). The method combined a sound-
field description of the loudspeaker array obtained from a
linear microphone array with a multichannel inversion in
order to extend the size of the equalization zone. This
method was later extended to the synthesis of directive
virtual sources [19], [20] and to room compensation for
WFS [21], [22]. A similar method for room compensation
in WFS was presented by Spors et al. [23], [24]. It relies
on circular microphone array measurements that are de-
composed onto a plane wave or cylindrical harmonic basis
[25]. Multichannel inversion is then performed in this
transformed domain. The control remains efficient inside
the circular array but may suffer from artifacts linked to
both microphone and rendering system limitations [26].

In this paper a modified version of the technique pre-
sented in [16] is proposed. This new process combines

1Transaural is a registered trademark of Cooper Bauck
Corporation

Fig. 1. Definition of source grid according to visibility criteria
and localization blur. (a) Source visibility area. (b) Source grid.
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WFS in a simplified form and sound-field equalization.
The resulting sound field displays a reduction of rendering
artifacts in the entire listening area for all target virtual
sources. This new technique can be regarded as an ad-
vanced calibration procedure in which filters that modify
the loudspeaker driving signals are designed specifically
for each source of the grid defined in Fig. 1(b).

Section 1 presents conditions for an efficient control
within an extended area and proposes a modified multi-
channel equalization framework that can be applied to any
given reproduction technique. Section 2 describes the ar-
tifacts introduced by WFS considering ideal loudspeakers.
Possibilities and limitations inherent to WFS are also out-
lined in this section. In Section 3 the proposed multichan-
nel equalization technique is described. Section 4 intro-
duces compact objective criteria derived from perceptual
studies by Moore and Tan [27] to evaluate sound color-
ation within the entire listening area using a reduced en-
semble of representative virtual sources. Section 5
presents results of loudspeaker equalization considering a
48-channel test setup. The objective criteria of Section 4
are then used to evaluate two different loudspeaker tech-
nologies (ideal omnidirectional loudspeakers and multi-
actuator panels or MAPs [18]). The section also provides
a study of free parameters of the multichannel equalization
method. Section 6 discusses results and presents a practi-
cal implementation for real-time rendering.

0.1 List of Abbreviations
WFS Wave field synthesis
MIMO Multi-input multi-output (system)
ERBN (Normalized) equivalent rectangular bandwidth
Meq Multichannel equalization

1 MULTICHANNEL EQUALIZATION FOR SOUND
REPRODUCTION IN AN EXTENDED AREA

The application of multichannel inverse filtering for
sound reproduction is made feasible by considering the
sound reproduction system as a multiple-input multiple-
output (MIMO) system. The MIMO system is described as
loudspeaker driving functions (inputs) and signals cap-
tured by an ensemble of microphones (outputs) describing
the radiated sound field in a limited number of locations
(see Fig 2).

Filters H(z) are calculated using multichannel inversion
in order to minimize the reproduction error in reference to
a given target. This requires the MIMO system to be iden-
tified by measuring the impulse responses of each loud-
speaker on all microphones and organizing these into a
loudspeaker–room transfer matrix C(z).

The block diagram of the inversion process (see Fig. 3)
is described in the following. A unique input signal x(n) is
filtered by the M-dimensional vector H(z) and gives the M
input signals ym(n) to the loudspeakers. The signals ym (n)
are transmitted through the transfer function matrix C(z),
which outputs the L signals zl(n) which constitute the vec-
tor z(n). The error associated with the channel l is the
difference between the desired signal dl(n) and the output
signal of the MIMO system zl(n). The desired signal dl(n)
[forming d(n)] is specified by filtering the input signal x(n)
with the vector A(z). The vector A(z) corresponds to the
acoustical transfer function associated with the desired
sound field at the L control points.

Coefficients of the vector H(z) are calculated in order
to minimize the mean quadratic value of el(n) in a multi-
channel inversion process. Three steps can therefore be
identified:

1) Description of the MIMO system
2) Definition of the target sound field
3) Filter calculation
Applied to multichannel audio reproduction, multichan-

nel inversion targets the control of the produced sound
field at a limited number of points. However, one should
notice that multichannel equalization only minimizes the
synthesis error at a limited number of points. This does not
guarantee that the sound field is correctly synthesized ei-
ther at the control points or in the rest of the listening
area.

The purpose of this section is to analyze how far mul-
tichannel equalization may provide an efficient control of
a sound field produced by a loudspeaker system in an
extended area.

1.1 Spatial Validity of the Solution
Supposing that the synthesized sound field fits the target

at the control points perfectly, nothing ensures yet that it is
correct in a larger portion of space. A necessary condition
is that the loudspeaker radiation information collected on
the specific microphone arrangement provide an unam-
biguous description in a larger subspace.

In the context of multichannel equalization, the sound
field to be described is composed of the free-field radia-

Fig. 2. Multichannel equalization applied to sound reproduction. Fig. 3. Block diagram of inverse filtering process.
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tion of the loudspeakers and/or the reflected contributions
on the walls of the listening room. The description is re-
alized in a listening area, outside the loudspeaker positions
and any reflecting surface. Referring to acoustics prin-
ciples, a sound field present in a subspace where there is
no acoustical sources can be described either.

• As a pressure distribution in the complete subspace or
• As a pressure and/or pressure gradient distribution at the

boundaries of that subspace (Kirchhoff–Helmholtz,
Rayleigh integrals) or

• As a sum of independent solutions of the wave equation
in a homogeneous medium (depending on the coordinate
system chosen—spherical harmonics, cylindrical har-
monics, plane waves).

A practical microphone setup allows one to capture the
pressure or pressure gradient at a limited number of posi-
tions in space. Considering approaches 1) and 2), this re-
stricts the extension of the possibly described subspace. It
provides a spatially sampled description of the sound field.
A corresponding Nyquist frequency can be derived de-
pending on the microphone arrangement and the incoming
sound field.

For approach 1) pressure microphones may be regularly
spaced in a given volume. Note that using conventional
Nyquist criteria for microphone arrays [28], a valid de-
scription up to 2 kHz for any incoming sound field in a
volume of 1 cubic meter requires 1500 measurement
positions.

Simplifications are obtained from approach 2). The
Kirchhoff–Helmholtz integral states that the pressure
sound field inside a closed surface �S is obtained from the
knowledge of the pressure and the normal pressure gradi-
ent on �S. All acoustical sources must then be located
outside of �S. For the same 1-cubic-meter portion of
space, the number of required measurements is falling to
410. This approach has been proposed in a simplified form
by Ise [29] and is known as boundary sound control
(BSC). Ideally the microphone setup should cover a closed
boundary (two dimensional surface) that limits a three-
dimensional reproduction subspace. However, in [29] the
proposed microphone setup is restricted to a rectangular
distribution in the horizontal plane. This provides a de-
scription of the sound field that is valid in two dimensions
only, assuming that the sound field is independent of
height. However, this principle is also meant to compen-
sate for listening room acoustics (room reflections, rever-
beration) which cannot be considered as a two-
dimensional sound field. Therefore BSC, as described in
[29], may not guarantee an exact reconstruction in the
whole listening area.

In the limit case, where the closed surface is expanded
to an infinite plane and the acoustical sources are located
on the same side of that plane, the Rayleigh 1 integral
applies. It states that the pressure distribution on the other
side of the plane is uniquely derived from the knowledge
of the pressure distribution on �S. An infinite number of

measurements is a priori required, but a simplified ap-
proach will be proposed in Section 3.1.

Considering approach 3), any sound field is described
from its decomposition into an infinite number of basic
radiation elements. Practical solutions involve a specific
microphone arrangement using conventional cells (such as
omni, cardiod, figure of 8) and additional signal process-
ing to decompose the captured sound field into a limited
set of elementary solutions of the wave equation.

The area in which the sound field is properly described
by such microphone arrays depends on many parameters,
such as frequency, number of elementary solutions of the
wave equation considered, microphone cell arrangement
and directivity characteristics, and incoming sound field
(see [30] for cylindrical harmonics). Available micro-
phone array technologies are:

• Two- or three-dimensional, first-order (sound-field mi-
crophone [31]) or higher order Ambisonics microphones
[32], [33]

• Linear or circular microphone arrays for plane wave
decomposition [34], [25].

Multichannel inversion based on such a radiation descrip-
tion requires that both loudspeaker radiation and target be
described on similar microphone arrangements and trans-
ferred into the same subset of elementary solutions of the
wave equation. Spors et al. [24] proposed such an ap-
proach for the compensation of listening room compensa-
tion for WFS. They consider horizontal circular loud-
speaker and microphone arrangements. It must be noted,
however, that a circular microphone arrangement is an
extreme case of a sampled cylindrical microphone array
for cylindrical harmonics decomposition. Therefore all el-
evated reflected components are aliased on the two-
dimensional description and may introduce artifacts dur-
ing the inversion process [26].

1.2 Synthesis of Target at the Control Points
In the following the goal of multichannel inversion is to

enable an independent control of the outputs of the MIMO
system. From this point any desired signal can be synthe-
sized at the output of the system. The invertibility of the
loudspeaker–room transfer matrix is considered from a
numerical approach. The calculation of the filters is then
achieved using various filter design algorithms in the time
or frequency domain. An alternative physical approach
that is proposed is based on the capabilities of the loud-
speaker rendering system to synthesize the target.

Numerical Approach From a numerical point of view
any desired signals are obtained at the output of the MIMO
system if the matrix C is invertible. In the general case, the
optimum filters H0 may be calculated in the frequency
domain as

H0��� = �C*T���C����−1C*T���A��� (1)

where C*T(�)[C*T(�)C(�)]−1 is the pseudo inverse of
C(�).
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The multi-input multi-output inverse theorem (MINT),
introduced by Miyoshi and Kaneda [12] in 1988, provides
conditions for the invertibility of a loudspeaker–room
transfer matrix. It states that an exact solution can be found
if the number of loudspeakers involved exceeds the num-
ber of microphones and measured impulse responses do
not have common zeros. The required filter length is high
(several times the length of the measured impulse re-
sponses) and increases with the number of loudspeakers.

More generally, the “effort” necessary to invert a loud-
speaker–room transfer function matrix is estimated by cal-
culating the spreading of singular values of the matrix
across frequency [35]. The conditioning number (ratio be-
tween largest and smallest singular values) provides such
an estimate. When this number is infinite, the matrix is
called ill-conditioned and no proper inverse can be found.
For example, this is the case if all loudspeakers have com-
mon zeros.

Filter Design Algorithms Multichannel inversion can
simply be achieved in the frequency domain using Eq. (1).
In order to avoid ill-conditioning problems, Kirkeby et al.
[14] introduced regularization techniques to add energy
artificially at problematic frequencies. The inversion pro-
cess becomes

H0,reg��� = �C*T���C��� + �B*T���B����−1C*T���A���
(2)

where B(�) is a frequency-dependent regularization ma-
trix and � a regularization gain. This technique prevents
high Q resonances from appearing in the filters that may
overload the loudspeakers at certain frequencies. The side
effect of regularization is introducing errors in the inver-
sion process. The regularization gain � is tuned to avoid
large errors while improving the invertibility of the
system.

Filter calculation in the frequency domain appears to be
a simple and cost-efficient method. The number of fre-
quencies Ninv on which the inversion is performed corre-
sponds to the number of points used for the discrete fourier
transform (DFT). Considering that impulse responses in C
have NC points, the effective length of the corresponding
filter NH should be limited to Ninv − NC + 1. However,
after applying the inverse DFT, significant contributions
may appear in the filters at all Ninv points if the chosen
filter length is not sufficient. This phenomenon is de-
scribed by Norcross et al. [36] in the case of a unique
loudspeaker equalization. It is due to the circular nature of
the DFT and is known as wrapping or blocking effect. The
filters obtained therefore contain artifacts that degrade the
output signal quality. These can only be reduced by in-
creasing the filter length NH, thus increasing the number of
frequencies Ninv. To limit the filter length, one should then
window out a part of the calculated filters, potentially
introducing errors.

Nelson et al. [9] described the error minimization pro-
cess in the time domain. They derive a direct calculation of
the filters based on the inversion of a matrix of unpractical
size. As an alternative, they propose to use a multichannel

adaptive filtering algorithm [least mean square (LMS) in
their case] to derive iteratively filters that minimize the
synthesis error. The main advantage of time-domain-based
calculation is the possibility to derive filters that minimize
the synthesis error for a given filter length without wrap-
ping effects.

The proposed multichannel LMS algorithm is known to
suffer from low convergence speed and may provide non-
optimum solutions (local instead of absolute minima of the
error). Improvements in convergence speed and accuracy
are obtained from multichannel versions of recursive least
square (RLS) or affine projection algorithm (APA). Modi-
fied and fast versions of the APA have been intro-
duced recently in the context of multichannel equalization
for sound reproduction [16], [37]. They are known to pre-
sent a good tradeoff between convergence speed and
computational complexity compared to multichannel RLS
algorithms.

Time-domain inversion using multichannel modified
versions of the APA algorithm remains significatively
more costly than frequency-based inversion, even if the
number of points Ninv for the DFT is high. However, the
filter design algorithm is usually performed in an off-line
process. Computational constraints are thus lower than for
real-time rendering, where the input signal is convolved
with the calculated filters. In the latter case the filter length
remains critical because it determines the required real-
time processing power and possibly the input–output la-
tency for frequency-domain-based convolution (such as
the overlap–add method).

Physical Approach In the numerical approach, multi-
channel equalization can be compared to a black box. The
filters are “simply” derived using multichannel inversion
of the system to approach target output signals. Following
MINT, an inversion is only possible if the number of
control points is lower than the number of loudspeakers.
However, the goal of multichannel equalization for the
compensation of rendering artifacts is not the independent
control of each output (control points) but the synthesis of
a coherent sound field in an extended portion of space.

Targeting an effective equalization in an extended area,
the control points should cover any position of the listen-
ing area. The numerical approach therefore fails to provide
indications of the possibility to equalize the system in an
extended area.

Nelson et al. considered the extension of the equaliza-
tion zone, where the control of the sound field remains
efficient for a simple case where only two loudspeakers
and two microphones are used [38]. They report equaliza-
tion zones around the control points on the order of a
wavelength. However, they show that for some specific
configurations of the target source, loudspeakers, and mi-
crophones, the equalization zone extends further away
(microphones centered toward the loudspeakers, target
source close to one of the loudspeakers). In these configu-
rations the loudspeaker setup fits the needs of both target
listening area and virtual source.

Sarris et al. [39], [40], following the work of Santillàn
[41], proposed a multichannel equalization method to
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compensate for listening room acoustics in an extended
area using various loudspeaker setups controlled on a pla-
nar microphone array. They show in [40] that loudspeak-
ers placed at the corners of the room are best suited to
control the listening room acoustics. These are positions
where the modes of the room have maximum amplitude
and can be controlled best. In both example the efficiency
of the multichannel equalization process is improved by
considering a target that fits the loudspeaker arrangement
and vice versa.

1.3 Application to a Sound-Reproduction
Technique

Multichannel equalization in its basic formulation does
not provide evidence of the possibility of controlling a
sound field emitted by a loudspeaker ensemble in an ex-
tended area. However, this may occur if an appropriate
microphone arrangement (sound-field description) is used
and if the target is synthesized at the control points (see
Section 1.1). A physical analysis of the loudspeaker ar-
rangement and an appropriate target may provide indica-
tions about the feasibility of the control.

In the present paper, the aim of multichannel equaliza-
tion is to account for loudspeaker deficiencies in the con-
text of a specific rendering technique (WFS). Such a ren-
dering technique defines a necessary loudspeaker
arrangement and associated driving signals to synthesize a
given target in a listening area, considering that loudspeak-
ers have ideal radiation characteristics. The driving signals
for each loudspeaker m correspond to gained, delayed, or
more generally filtered [km

�(z) in Fig. 4] version of an input
signal with respect to the loudspeaker position and the
target �.

A modified multichannel inversion scheme is proposed.
It accounts for the sound-reproduction technique consid-
ered (see Fig 4). Modified filters hm

�(z) are calculated to
minimize the error el(z) for every output l,

el�z� = �
m=1

M

hm
�̃�z�km

��z�clm
��z�. (3)

Defining a modified matrix C̃(z) such that

cml
�̃ �z� = km

��z�cml�z� (4)

the error to be minimized is given by

el�z� = �
m=1

M

hm
�̃�z� cml

�̃ �z� (5)

which rewrites as a conventional multichannel inversion
problem.

The modified MIMO system to be taken into account is
therefore described by C�(z). This step allows one to
achieve a separation between the synthesis of the target
sound field and the multichannel equalization. Therefore
the latter focuses only on the compensation of reproduc-
tion artifacts (reproduction technique artifacts, loud-
speaker frequency response, and directivities, and possibly
listening room acoustics). The microphone arrangement
should be defined according to the extent of the listening
area covered by the sound-reproduction technique associ-
ated with the loudspeaker arrangement for each reproduc-
tion target. The target should then be defined by account-
ing for physical limitations of the rendering technique due
to necessary practical simplifications. In the next section
such an analysis is provided for WFS.

2 WAVE FIELD SYNTHESIS AND
ITS LIMITATIONS

WFS is derived from the Huygens principle and its
mathematical formulations and extensions (Kirchhoff–
Helmholtz and Rayleigh integrals). This theoretical frame-
work guarantees the exact synthesis of a target sound
field in a reproduction subspace. Both integrals rely on
continuous distributions of so-called secondary sources
on a closed surface around the reproduction subspace
(Kirchhoff–Helmholtz) or an infinite plane (Rayleigh 1
and 2).

The original formulation of WFS was proposed in the
late 1980s by the Delft University of Technology [1].
It allows for the synthesis of virtual omnidirectional
sources using a finite number of regularly spaced loud-
speakers. Simplifications of the required loudspeaker
array geometry are used to derive driving functions that
depend mainly on source–loudspeaker relative positions.
The latter introduces impairments in the reproduced wave
field. Some may be compensated by filtering techniques.
Some are physical limitations inherent in the loudspeaker
geometry.

2.1 Derivation of Wave Field Synthesis
WFS is generally based on two assumptions: 1) Sources

and listeners are located in the same horizontal plane, and
2) The target sound field emanates from a point source
located at a given position with omnidirectional directivity
characteristics.

The first assumption allows simplifying the required
loudspeaker geometry. Using the second assumption, the
pressure and the normal gradient radiated by the source
can be estimated at any point in space.

The Rayleigh 1 integral [see Eq (6)] states that the syn-
thesis of a sound field emitted by an ensemble of sources
located in a half-space �� can be synthesized in the other
half-space �R using a continuous distribution of ideal om-
nidirectional sources located on an infinite plane (��
separating �S and �R) driven by the normal pressure gra-
dient emitted at their positions on �� (see Fig. 5). Con-Fig. 4. Block diagram of modified inverse filtering process.
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sidering that a unique source � creates the target sound
field, the pressure caused by � at a position R in �R is

p��rR� = −2 �
��

e−jk�r

4	�r
�p��rS� 
 n dS. (6)

If � is an ideal omnidirectional source, the normal pressure
gradient �p� (rS) · n at position rS on �� is expressed as

�p��rS� 
 n = S���
r
r 
 n

1 + jkr

r

e−jkr

4	r
(7)

where r � r� − rS , r is the norm of r, and S(�) is the
driving signal of the source �. Assuming that � is located
in the far field of any point on the surface �� (kr k 1), Eq.
(7) can be simplified,

�p��rS� 
 n = S��� cos ��jk
e−jkr

4	r
(8)

where

cos �� = r
r 
 n. (9)

The WFS driving functions are then derived considering
the radiation of each vertical line C of ��. From the fact
that both � and R are located in the same horizontal plane,
the so-called stationary phase approximation shows that
the main contribution of C to the synthesized sound field
observed from R originates from the secondary source at
the intersection of C and the horizontal plane. The planar
secondary source distribution can thus be simplified as a
linear distribution in the horizontal plane.

The WFS driving function U�(xL, k) [3] of an ideal
omnidirectional loudspeaker located at (xL, yL , zL) to syn-
thesize a virtual source � using the stationary phase ap-
proximation is expressed as

U�xL , k� = S���� k

2	
g��yRref

� cos �0

e−j�kr 0−	�4�

�r0

(10)

where r0 and �0 are the values taken by r and �� for the
position of the secondary source (xL, yL , zL ) considered,

g� is a factor introduced by the stationary phase approxi-
mation that allows to compensate for the level inaccura-
cies due to the simplification of the geometry of the loud-
speaker array, such as

g��yR� =� |yR − yL |
|yR − y� | . (11)

However, the level is correct only at a reference listening
depth yRref

.
The WFS driving function of a loudspeaker located at xL

can be regarded as a modified version of the source driv-
ing signal using

• Delay corresponding to the propagation time between �
and rL

• Gain corresponding to the natural attenuation of the
source and compensation of the missing part of the pla-
nar secondary source distribution

• A 3-dB per octave filter (√k) accounting for the far-field
estimation of the pressure gradient (+6 dB per octave)
and the missing part of the planar secondary source dis-
tribution (−3 dB per octave)

• A −	/4 phase shift that can be described as a frequency-
dependent delay of −T/8, where T is the corresponding
period, this means that low frequencies have to be emit-
ted before high frequencies to compensate, once again,
for the missing part of the secondary source distribution.

Note that the two last elements do not depend on the
loudspeaker position. They can be seen as an equalization
filter that aims at compensating the missing parts of the
planar array. Mostly delays are responsible for the wave-
front curvature. They “shape” the emitted wavefront by
the loudspeaker array while gains maintain an as correct as
possible sound-field attenuation. Similar driving func-
tions can be derived for focused sources (sources located
in �R) by considering the time reversibility of the acoustic
equations [7].

2.2 Limitations in Practical Configurations
In the derivation of WFS driving functions, the required

loudspeaker geometry is a continuous infinite line. For
practical implementations this geometry is restricted to a
finite number of closely spaced loudspeakers on a limited
segment. These additional simplifications introduce limi-
tations in the reproduced sound field that have to be ac-
counted for while attempting to control the sound field
using multichannel equalization.

Sound Field Attenuation The simplified secondary
source geometry modifies the attenuation of the synthe-
sized sound field. The g� factor that appears in the gen-
eralized WFS driving functions allows one to maintain an
accurate level on a line parallel to the loudspeaker array.
Such a line is identified as y � yRref

, z � 0 (horizontal
plane), and referred to as average listening depth,

g��yR� =� �r0

r0 + �r0
=� |yR − yL |

|yR − y� | . (12)Fig. 5. Derivation of WFS driving signals from Rayleigh 1
integral.
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Outside of this line the level of the sound field at position
rR can be estimated using the stationary phase approxima-
tion along the x dimension [6]. The corresponding attenu-
ation law Att� is expressed as

Att��rR� =�yRref

yR
� yR + y�

yRref
+ y�

1

4	d�
R

. (13)

dR
� denotes the distance between the primary source �m

and the listening position rR. It appears as a combination
of the natural attenuation of the target virtual source
(1/4	d�

R ) and the line array (√1/yR) which can be physi-
cally compensated for only at the average listening depth.
In the following, these attenuation characteristics are re-
ferred to as “WFS attenuation law.”

Windowing, Diffraction For obvious practical reasons
the length of the loudspeaker array must be restricted to fit
in the listening room. The loudspeaker segment can be
regarded as an acoustical window that limits the visibility
of the virtual sound source to a restricted area.

As for any wave phenomenon propagating through an ap-
erture, diffraction occurs. Diffraction waves are emitted both
inside and outside the visibility area, resulting in oscillations
in the frequency response. This effect can be reduced simply by
attenuating the driving signals of the loudspeakers located at the
extremities of the loudspeaker array. Start [4] proposes to use
cosine–sine attenuation factors for the loudspeakers located
at each side of the array for 10% of the total array length.

Fig. 6 displays level compensated frequency responses
at different distances from a 6-m-long loudspeaker array
synthesizing a centered virtual source located 6 m behind
the loudspeaker array. The characteristics of the oscilla-
tions at mid and high frequencies depend on the listening
position. These are reduced by attenuating side loudspeak-
ers, but only above 300 or 500 Hz, depending on the
microphone position [see Fig. 6(c) and (d)]. Below 100 Hz
a rolloff can be observed. The associated corner frequency
tends to increase with the distance from the loudspeaker
array [6]. This can be compared to the classical limit dis-
tance between close-field and far-field attenuation from

Fig. 6. Windowing effect on frequency response. (a) Top view of loudspeaker (*), microphone (�), and source (�) configuration. (b)
Attenuation applied to loudspeakers for diffraction compensation. (c) Level-compensated frequency responses, dependency on listening
position, without attenuation of side loudspeakers. (d) Level-compensated frequency responses, dependency on listening position, with
attenuation of side loudspeakers.
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the line source literature (see [42] for a review). This corre-
sponds to the frequency-dependent limit distance for which
contributions coming from all loudspeakers of the array are
in phase. The sound field thus attenuates following a 6-dB
per doubling distance law rather than the WFS attenuation
law from Eq (13). The latter is observed mainly at low
frequencies (< 100 Hz), which are, however, below the
cutoff frequency of currently used loudspeakers for WFS.

Sampled Array Available WFS arrays use a limited
number of regularly spaced loudspeakers. The correspond-
ing spatial sampling process limits the accurate synthesis
of the target sound field to a Nyquist frequency usually
referred to as aliasing frequency. The aliasing frequency is
known to depend only on the source position and loud-
speaker spacing [4], [5].

Fig. 7 displays the full bandwidth response of the sys-
tem of Fig. 6(a) (60 loudspeakers, 100-mm spacing, virtual
source centered toward the array, 5 m behind). In the
frequency domain [see Fig. 7(a)] the aliasing creates a
very irregular response starting from the aliasing fre-

quency. It can be seen that the aliasing frequency increases
with the microphone distance from the loudspeaker array
(about 2 kHz at 2 m and 3 kHz at 10 m).

Impulse responses of the loudspeaker array measured at
the close and far positions of the microphones are dis-
played in Fig. 7(b). The impulse responses were time
aligned by removing the propagation time difference be-
tween both microphone positions. This enables one to
compare directly the temporal distribution of both impulse
responses. They show a clear first peak at the expected
natural propagation time between the virtual source and
the listening position. A series of peaks then corresponds
to the individual contributions of the loudspeakers of the
array. These individual contributions no longer fuse into a
single peak above the aliasing frequency. The length of the
nonnull portion of the impulse response appears to be
shorter for the microphone at 10 m than for the micro-
phone at 2 m [see Fig. 7(b)]. At 10-m distance the loud-
speaker array is indeed seen smaller than at 2 m. Therefore
individual loudspeaker contributions are more time coher-
ent at 10-m distance than at 2-m distance.

An alternative formulation of the aliasing frequency can
be given from an analysis of the wavefront forming in the
time domain. It accounts for the listening position depen-
dency that is due to the finite length of the loudspeaker
array [6], [43]. The aliasing frequency at listening position
r and for source � is expressed as

fal�r, �� =
1

maxl=1, . . . , L−1tl+1�r, �� − tl�r, ��
(14)

where, maxl�1, . . . , L−1tl+1(r, �) − tl(r, �) is the maximum
time difference of the contributions coming from succes-
sive loudspeakers of the array at listening position r.

Spatial aliasing frequency definitions in the literature
use the spatial Fourier transform to describe the target
sound field and the sampling process [5], [4]. They con-
sider an infinitely long linear loudspeaker array. The ali-
asing frequency obtained does not depend on the listening
position, which is not correct for finite-length loudspeaker
arrays. While considering infinite-length loudspeaker arrays,
Eq. (18) can be shown to provide the same results than the
usual formula based on the spatial Fourier transform [6].

3 MULTICHANNEL EQUALIZATION FOR WAVE
FIELD SYNTHESIS

In this section we present a method that uses multichan-
nel equalization for WFS rendering in order to account for
loudspeakers and rendering technique deficiencies. The
three steps of multichannel inversion (MIMO system iden-
tification, target definition, filter calculation) are pre-
sented. Particularly highlighted are the free parameters of
the method. The multichannel inversion is only performed
below the aliasing frequency. A modified equalization is
applied at high frequencies.

3.1 MIMO System Identification
The identification of the MIMO system is achieved by

measuring the free-field impulse responses of each loud-

Fig. 7. Aliasing effect, configuration of Fig. 6(a). (a) Level-
compensated frequency responses, dependency on listening po-
sition. (b) Level/time-compensated impulse responses, depen-
dency on listening position.
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speaker on an ensemble of microphones. As stated in Sec-
tion 1.1, the local measurements should correspond to an
objective characterization of the radiation of each loud-
speaker in the entire target listening area. We propose to
rely on linear arrays using a limited number of regularly
spaced microphones. The simplifications on the micro-
phone array geometry can be compared to the simplifica-
tions used to derive WFS from similar physical principles
(Rayleigh 2 integral).

1) The sound field has to be described mainly in the
horizontal plane in which loudspeakers are located. Simi-
larly to WFS, the main contribution to the radiation of the
loudspeakers in the horizontal plane is the sound pressure
measured at the intersection of the infinite plane �S and
the horizontal plane.

2) Synthesizing a virtual source with a finite-length
loudspeaker array introduces a windowing effect and lim-
its the size of the listening area. Outside of the enlightened
zone, only diffraction effects appear. The microphone ar-
ray might thus be located entirely in this restricted area.

3) The limited number of loudspeakers introduces an
aliasing effect above a certain frequency. The synthesized
sound field exhibits aliased spatial contributions and can-
not be controlled efficiently [6]. Therefore the radiation
description is required only for low and mid frequencies,
and the number of required microphones can be reduced.

All these simplifications do not provide a complete de-
scription of the radiated sound field in the listening area.
However, it is a compromise that allows one to reduce the
required amount of measurement while getting the main
contributions to the sound field in the listening area.

The spatial sampling of the microphone array intro-
duces some aliasing in the description. The associated
Nyquist frequency is defined in the microphone array lit-
erature [28] as

f al
Mes =

c

�x�1 + sin ��,max�
(15)

where ��,max is the maximum incoming angle of any plane
wave component of the captured sound field (see Fig. 8)
and c is the speed of sound. This frequency should re-
main sufficiently high to exceed the maximum WFS ali-
asing frequency for any considered source and listening
position.

3.2 Target Response
The target responses are defined according to the sound

field emanating from a target virtual source captured by
the microphone array. From the knowledge of source po-
sition, microphone position, and directivity characteristics,

the target response can be simulated. In order to account
for specific attenuation of the sound field radiated by a
linear loudspeaker array, the target sound field is defined
as the ideal response of the loudspeaker array for the syn-
thesis of source � using WFS. The target sound field is
further defined by choosing a normalization point at which
all sources have the same propagation delay and the same
level. In the following, this point corresponds to the origin
of the Cartesian system (see Fig. 9). The target impulse
response at an omnidirectional microphone located at (xM,
yM) considering a loudspeaker array L and a virtual source
� located at (x�, y�) is

A�xM, yM, t� =�dO
L

dM
L �dM

L + d�
L

dO
L + d�

L

d�
O

d�
M

× ��t −
d�

M − d�
O

c
− �eq� (16)

where �eq is an additional delay in order to ensure that
calculated filters are causal. In the following �eq is referred
to as equalization delay.

3.3 Multichannel Inversion
Once the MIMO system is identified and the target de-

fined, filters may be calculated from multichannel inver-
sion using, for example, the multichannel MFAP algo-
rithm [16]. However, a few additional steps are performed
in order to adapt the multichannel inversion to WFS and
ensure an accurate control outside the equalization points.

Loudspeaker and Microphone Selection A finite-
length loudspeaker array enables the synthesis of the
sound field associated with a virtual sound source in a
limited portion of space (see Section 2.2). This is a physi-
cal limitation of the technique. Therefore it was chosen not
to attempt any control outside the visibility area. For ex-
ample, in the case of sources located to the side of the
array, some microphones may be located outside of the
visibility area (see Fig 10). They should be ignored in the
multichannel inversion process.

In some situations the microphone array does not span
the entire visibility area. This is the case for sources close
to the loudspeaker array. A visibility area may be defined
through the microphone array (see Fig. 10). It determines
the portion of the loudspeaker array that directly contrib-
utes to the sound field in the area considered. An exclusive
selection of these loudspeakers may speed up the calcula-

Fig. 8. Measurement aliasing description. Fig. 9. Target sound-field definition and normalization.
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tion of the equalization filters significantly during the mul-
tichannel inversion process. However, it would reduce the
amount of available control parameters for equalization of
the sound field. A tolerance distance dvis

ls is introduced to
extend the selection of loudspeakers outside the direct vis-
ibility area (see Fig. 10). This appears as a second free
parameter of the method.

Adaptation to WFS As proposed in section 1.3, WFS
driving functions are applied to the matrix of impulse re-
sponses in order to separate wavefront forming and com-
pensation of reproduction artifacts (equalization). A modi-

fied matrix of the impulse responses C�̃(t) is defined,

cml
�̃ �t� = ��t − �m

�� * cml�t� (17)

where cml(t) is the impulse response of loudspeaker m
measured by microphone l. �m

� is the delay associated with
loudspeaker m that appears in the WFS driving functions
for the synthesis of the virtual source � [see Eq. (10)].
* denotes the convolution operator.

The gain factor of Eq. (10) is not included since it tends

to degrade C�̃ conditioning, especially for sources close to
the loudspeaker array. This determines the necessary effort

to invert C�̃ (see Section 1.2). This is illustrated in Fig. 11
in the case of a 48-channel ideal loudspeaker array for the
reproduction of a source very close to the loudspeaker
array. The original matrix C is obtained by simulating the
impulse responses obtained on a 96-channel microphone
array with 100-mm spacing at 2 m from the loudspeaker

array. The modified C�̃ matrix is obtained by

• Only delaying impulse responses of C with �m
�

• Delaying impulse responses of C with �m
� and applying

WFS gains too.

Fig. 11(b) displays the conditioning number calculated
between 100 and 2000 Hz for the three situations. It can be
seen that the conditioning of the matrix is generally poor
and even degrades when WFS gains are applied for the

calculation of C�̃.

WFS driving functions consist of delayed and attenu-
ated functions of a filtered (√jk) version of the input signal
[see Eq. (10)]. Considering a 10-m-long loudspeaker ar-
ray, maximum WFS delay differences between loudspeak-
ers may approach 1000 taps at a 48-kHz sampling rate.
Therefore a large number of taps of the filters calculated
by multichannel inversion without preprocessing C would
only account for the natural propagation of wavefronts and
not for the compensation of rendering artifacts. The filter
lengths Lfilt obtained from multichannel inversion can be
optimized by preprocessing measured impulse responses
with WFS delays. All filters are thus time aligned and their
main peak appears at �eq [see Eq. (16)].

The mean square criterion used for error minimization
in the multichannel inversion process is time invariant. It
spreads the remaining errors uniformly in the time domain
before and after the main peak. However, listeners may be
more sensitive to errors occurring in the time domain be-

Fig. 10. Microphone and loudspeaker selection.

Fig. 11. C� matrix conditioning depending on type of prepro-
cessing applied. (a) Top view of test configuration of loudspeak-
ers (*), microphones (�), and virtual source (�). (b) Condition-
ing number calculated for C�. —— original (no preprocessing,
C); – 
– original with WFS delays applied; ––– original with
WFS delays and gains.
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fore the main peak rather than after, because of limited
backward masking properties of human hearing (com-
pared to forward masking; see [44]). All contributions of
the filters before the main peak (preechoes) can be useful
to equalize the responses of the loudspeakers but may also
appear because of measurement errors, for example. After
multichannel inversion, errors may thus be minimized, but
with unnecessary contributions of the filters before the
main peak from both a physical (measurement errors) and
a perceptual (backward masking limitations) point of
view. Therefore the delay �eq should be minimized to
avoid equalization artifacts while maintaining an efficient
equalization of the system.

Upper Calculation Frequency Spatial aliasing is a
fundamental limitation of WFS. It is due to the spatial
sampling of the originally required continuous loud-
speaker distribution. The corresponding Nyquist fre-
quency depends on source position, loudspeaker spacing,
and, for a finite-length array, listening position [see Eq.
(18)]. Above this Nyquist frequency the synthesized sound
field is aliased and partly undetermined. Any attempt to
achieve multichannel equalization may realize a local so-
lution. The control can be shown to be valid at the control
points only [6].

The formulation of the aliasing frequency for WFS is
obtained by considering the spatial sampling as a temporal
sampling of the wavefront synthesized by the loudspeaker
array [see Eq. (18)]. Similarly it is possible to define a
loudspeaker-related aliasing frequency f al

ls (lsl, �, �) at
position r using a similar temporal sampling criterion,

f al
ls�lsl , r, ��

=
1

max | tl+1�r, �� − tl�r, �� | , | tl�r, �� − tl−1�r, �� |
(18)

where the index l describes successive loudspeakers
within the array. Considering all control points and limi-
tations of the microphone array, an upper frequency for
loudspeaker l is derived,

f al
meq�lsl� = min� f al

mic, min
j=1, . . . ,L

f al
ls�lsl , rj , ���. (19)

It defines the upper frequency for the calculation of filters
from multichannel equalization [6]. Subsampling is then
applied to both A and C̃ in order to reduce their lengths and
improve filter calculation speed.

3.4 Above Aliasing Frequency
Since no accurate control can be achieved above the

aliasing frequency, individual equalization is used (see the
Introduction). Filters are derived from C(z) using measure-
ments corresponding to microphones located in a given
solid angle around the axis of a loudspeaker (see Fig. 12).
The current method considers a solid angle of 60° around
the main axis. The magnitude of selected impulse re-
sponses is smoothed using a nonlinear method that pre-
serves peaks and compensates for dips and is similar to the
one presented in [16]. The responses obtained are aver-

aged in the frequency domain and inverted. Individual
equalization filters are then synthesized as minimum-
phase filters.

Complete filters are composed by applying a delay and
a gain to the individual equalization filters to achieve a
smooth transition with filters obtained from multichannel
inversion. Thanks to the modified multichannel scheme,
delays are �eq for all loudspeakers and any considered virtual
source (see Section 1.2). Gains to be applied to the filters
are obtained from WFS driving functions [see Eq. (10)].

A final step consists of estimating the response at the
microphone position for each source by processing the
measured impulse responses with the filters obtained.
Above the aliasing frequency the level is estimated in
frequency bands and averaged over all microphones.
Global correction gains are calculated in these frequency
bands in order to ensure a “flat” mean frequency response
[6], [16].

4 EVALUATION METHOD

In this section an evaluation scenario of the multichan-
nel equalization is proposed. It is based on an estimate of
the coloration introduced by the rendering system for the
synthesis of an ensemble of virtual sources in an extended
listening area.

4.1 Test Setup
The loudspeaker setup considered here is composed of

48 channels forming an 8.04-m-long linear array. This
corresponds to a loudspeaker spacing of 167.5 mm. It is
made of

• 48 ideal omnidirectional loudspeakers
• 6 eight-channel multi-actuator panels (MAPs) (see

Fig. 13).

MAP loudspeakers have been recently proposed [45],
[16], [18] as an alternative to electrodynamic loudspeakers
for WFS. Using MAP loudspeakers, tens to hundreds of
channels can easily be concealed in an existing environ-
ment given their low visual profile. They do, however,
exhibit complex directivity characteristics, which have to
be compensated for.

Measurements of MAP Loudspeakers System Mea-
surements of the radiation of the MAP loudspeaker arrays
have been carried out in the concert hall at IRCAM. Both
loudspeakers and microphones were placed at 3.5 m from
the floor. Their free-field contributions were extracted by
windowing out the reflected contributions of the room.

A 24-channel linear microphone array (100-mm spac-
ing) associated with a 24-channel preamplifier and a 24-

Fig. 12. Measurement selection for individual equalization.
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channel sound card enabled simultaneous multichannel
measurements of each loudspeaker channel. The micro-
phone array was moved to four different locations to char-
acterize the contribution of each loudspeaker channel on
96 regularly spaced (100-mm) positions at a given dis-
tance from the loudspeaker array. Four different depths
(1.5, 2, 3, and 4.5 m from the loudspeaker array) were
considered (see Fig. 14). The center of the chosen coor-
dinate system is located at 3.5 m from the center of the
loudspeaker array. All filters are designed such that all
virtual sources are time and level aligned at this point. The
microphone depths are referred to by their Y positions (2,
1.5, 0.5, and −1 m).

Test Sources A test ensemble of 15 omnidirectional
virtual sources (see Fig. 14) is made of

• Five focused sources at 1 m (centered), 0.5 m, and 0.2 m
(centered and off center) from the loudspeaker array
(sources 1/2/3/4/5)

• Eight sources (centered and off center) behind the loud-
speaker array at 0.2, 1, 3, and 8 m (sources 6/7/8/9/10/
11/12)

• Two plane waves at 0° and 30° (sources 14/15).

The test ensemble chosen is a limited set of sources ex-
tracted from the grid proposed in the Introduction. It spans
possible locations of virtual sources whose visibility area
covers most of the listening space defined by the micro-
phone arrays and represents “typical” WFS sources. In the
proposed ensemble, some locations correspond to limit
cases for WFS (focused sources, sources close to the loud-
speaker array, sources at the limits of the visibility area).

Filter Calculation The proposed method (multichan-
nel equalization, referred to as Meq in figures) is com-
pared to a more classical method combining WFS driving
functions and individual equalization (WFS + EQ). The
individual equalization method is described in Section 3.4.
Filter sets are calculated for both methods, the two loud-
speaker types, and the ensemble of test sources.

Multichannel equalization is achieved by describing the
MIMO system from the 96-channel measurements or
simulations at y � 1.5 m (2 m from the loudspeaker ar-
ray). Filters calculated for both individual and multichan-
nel equalization are 800 taps long at a 48-kHz sample rate.
For multichannel equalization a test scenario of the free
parameters of the method (dvis

ls , �eq, Lfilt) is proposed.

4.2 Coloration Evaluation
Sound coloration introduced by a loudspeaker system is

linked both to audible nonlinearities and to impairments in
the linear behavior of the system. The latter is described by
measuring an impulse response of the system at the lis-
tening position considered. Omitting nonlinearities, the
flatness of the frequency response and the sharpness of the
impulse response are usually used as objective measures
of the transparency of the system at a given listening po-
sition. They affect the temporal and frequency-related as-
pects of the audio signal. In this part, only linear fre-
quency-related impairments are considered. Temporal
impairments are discussed in Section 6.

4.2.1 Sensitivity to Frequency Impairments
Frequency response impairments have been studied first

by considering the audibility of resonances (and antireso-
nances) [46]–[48]. The audibility threshold is shown to
vary depending on resonance level, resonance Q factor,
and program material. Accounting for the most sensitive
judgments, the audibility level threshold for resonances
(and antiresonances) may be set to ±1 dB.

Moore and Tan [27] recently proposed an objective cri-
terion for coloration estimation introduced by elec-

Fig. 13. MAP loudspeakers.

Fig. 14. Top view of system considered: 48 regularly spaced
(167.5 mm) loudspeakers (*) measured on 4 depths (y � −1, 0.5,
1.5, 2.5 m) with 96 regularly spaced (100 mm) microphones (�)
reproducing 15 test sources (�).
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troacoustical systems. The model performs an analysis in
the ERBN (mean equivalent rectangular bandwidth of the
auditory filters, N denoting normal hearing) frequency
bands [49] and compares an original and a distorted rep-
resentation of a signal. It extracts excitation levels for each
ERBN frequency band i of the original [EO(i)] and the
distorted [ED(i)] signal. This measure enables one to ac-
count for the limited frequency resolution of the auditory
system and its sensitivity to impairments in the frequency
response of an electroacoustical system.

A first factor D1 is calculated as the standard deviation
of the first-order differences [EO(i) − ED(i)],

D1 = 	W�i� × �ED�i� − EO�i��
 (20)

where W(i) are weights that are applied to account for the
lower importance of some frequency bands in the estima-
tion of coloration (below about 100 Hz and above 10 000
Hz). A second factor D2 is calculated as the standard de-
viation of the second-order differences {[EO(i + 1) − ED(i
+ 1)] − [EO(i) − ED(i)]},

D2 = �W�i� × 	�ED�i + 1� − ED�i��

− �EO�i + 1� − EO�i��
�. (21)

D1 accounts for general variations around the mean dif-
ference across frequencies whereas D2 estimates the spec-
tral ripple density. The overall weighted excitation pattern
difference D is used as a measure of the coloration intro-
duced by an electroacoustical system. It is defined as a
weighted combination of D1 and D2,

D = w × D1 + �1 − w� × D2. (22)

In [27] the weighting factor w is set to 0.4. D is shown to
be linearly linked to subjective quality ratings for sound
reproduction using headphones or loudspeakers in anecho-
ic conditions [27]. This criterion may thus also be used for
the evaluation of the free-field equalization of loudspeaker
systems as presented in this paper. The D factor is not
meant as an absolute judgment of the audibility of color-
ation artifacts. It is defined as a quality rating—the lower
the D value, the better the quality.

4.2.2 Sound Coloration Evaluation for WFS
A complete sound coloration evaluation for WFS

should account for its specificities:

• The listener is free to move in an extended listening
area

• The system targets the synthesis of a large set of virtual
sources, each having particular equalization filters

• Above the aliasing frequency, the frequency response is
very much position dependent and cannot be evaluated
at one spot only.

The first two specificities mentioned require that the
sound coloration be evaluated for a large set of sources

and listening positions. We propose to evaluate and com-
pare the impulse response of the system h�(rj, t) (H�(rj, f)
in the frequency domain with the ideal WFS response
A�(rj, t) [see Eq. (16)] for a listening position rj. A quality
function q�(rj, t) (Q�(rj, f) in the frequency domain may
be defined as

Q��rj , f � =
H��rj , f �

A��rj , f �
. (23)

This quality function enables one to compensate for level
and propagation time at rj. Position- and source-dependent
D�(rj) can be extracted from Q�(rj, f) by considering an
original signal having white-noise characteristics.

Above the aliasing frequency the typical frequency re-
sponse is very much position dependent. Dips in the fre-
quency response at a given position may be compensated
by peaks at similar frequencies at a 100-mm remote posi-
tion [6]. A proper evaluation of the sound coloration in-
troduced by WFS above the aliasing frequency should
account for binaural decoloration [50]. Due to the com-
plexity of the process description and since the pro-
posed equalization method targets mainly the compensa-
tion of artifacts at lower frequencies, we propose to con-
centrate only on frequencies lower than the aliasing fre-
quency. In the latter, D�(rj) factors are thus calculated
using only frequency bands whose center frequency is
below the aliasing frequency for the virtual source � and
position rj.

5 RESULTS

Results are obtained by convolving the calculated filters
with the measured impulse responses. In the following we
therefore consider that the loudspeaker system is multilin-
ear and that each loudspeaker is independent from the
others. This statement could be verified for MAPs from
intermodulation distortion measurements [16].

D�(rj) values are calculated both for equalization meth-
ods and for all available measurements and sources. The
calculation is achieved on 96 ERBN bands for the entire
audible frequency range. Using the ERBN scale, center
frequencies cf(i) are derived from ERBN numbers i. For
the simplification of calculations, ERBN filtering is simply
achieved by selecting frequency bins lying in [cf (N −
0.5), . . . , cf (N + 0.5)]. For the calculation of D�(rj) the
corresponding energy is calculated. Due to available loud-
speaker technical limitations, only ERBN frequency bands
above 150 Hz are considered for which sufficient energy
can be produced. First both equalization methods are com-
pared, showing mean values and 95% percentile values of
D�(rj) for various test scenarios.

5.1 Comparison with Individual Equalization
The comparison against individual equalization is

achieved for

• Each measurement distance for all sources
• Each source for all measurements
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For both scenarios the mean values and the 95% percentile
values (threshold for which 95% of the data set has lower
values) of D�(rj) are determined. The first scenario shows
how far the equalization process is accurate with regard to
the distance from the loudspeaker array, particularly in the
case of the multichannel equalization (Meq). The second
establishes the virtual source dependency on the quality of
the synthesized sound field. For both scenarios the multi-
channel equalization parameters are Lfilt � 800 samples,
�eq � 150 samples, dvis

ls � 1.5 m.

5.1.1 Measuring Distance Dependency
Fig. 15 shows the mean values and the 95% percentile

values of the D factor depending on the measuring dis-
tance for both ideal and MAP loudspeakers. The indicated
positions correspond to the Y coordinate of the micro-
phone array (see Fig. 14).

For all measuring distances, multichannel equalization
shows superior results compared to the combination of
WFS and individual equalization considering only mean

values. However, 95% percentile values show lower but
more similar values. This is further explained next, con-
sidering each source separately.

Considering MAPs, the values are generally higher than
for ideal loudspeakers and the quality degrades slightly
with distance. This shows the limitations of the method. It
cannot compensate for all artifacts of the rendering system
at the control points and suffers from sound field descrip-
tion limitations due to the use of linear microphone arrays.
It should be noted that the equalization quality at a mea-
suring distance (y � 2 m) closer to the loudspeaker array
than the control distance (y � 1.5 m) is still accurate. This
is due to the reversibility of time in wave propagation,
which is used, for example, for the synthesis of focused
sources with WFS.

5.1.2 Source Dependency
Fig. 16 shows the mean values and the 95% percentile

values of the D factor depending on the virtual source for
both ideal and MAP loudspeakers considering all measur-
ing distances. The source labels correspond to the one
presented in Fig. 14. It can be seen that for all sources, the

Fig. 15. Mean values and 95% percentile values of D factor
dependency on measuring distance (see Fig. 14). Lfilt � 800, �eq

� 150, dvis
ls � 1.5 m. (a) Ideal loudspeakers, all sources. (b)

MAPs, all sources.

Fig. 16. Mean values and 95% percentile values of D factor
dependency on virtual source (see Fig. 14). Lfilt � 800, �eq �
150, d vis

ls � 1.5 m. (a) Ideal loudspeakers, all measuring dis-
tances. (b) MAPs, all measuring distances.
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mean D factor value is lower for multichannel equalization
than for the combination of WFS and individual equaliza-
tion. However, 95% percentile values are obviously better
for centered virtual sources (even numbers) but are of the
same range for off-centered sources (odd numbers), espe-
cially for sources 9 and 11 (4 m to the right, 1 and 3 m
behind the loudspeaker array). These are sources that suf-
fer most from diffraction, which cannot be compensated
for completely in the entire listening area. Fig. 17 shows D
factor values for source 9 for all measuring positions. It
can be seen that multichannel equalization focused more
on listening positions directly facing the source (x positive
positions) than on positions on the opposite side. At po-
sitions facing the source, the synthesized level of the source
is higher than on the opposite side because the distance
from the source is simply higher. The quality loss is thus
explained, considering that the mean quadratic value used
for error calculation is not normalized at each control point
to the target level. Filters are thus optimized for positions
where the target level of the sound field is higher.

5.2 Multichannel Equalization Method
Optimization

This section proposes a parametric study for each opti-
mization parameter of the method. Similar coloration
evaluation is provided as in the previous part. Results are
compared to the combination of WFS and individual equal-
ization considering all sources and measuring distances.

5.2.1 Equalization Delay Dependency
Fig. 18 shows the mean values and the 95% percentile

values of D factor dependency on the equalization delay
�eq for all sources and measuring distances. Due to the
limitations of backward masking [44], this predelay should
be minimized to avoid the introduction of preechoes in the
filters while maintaining a good equalization quality (see
Section 3.3). Values for the two other parameters are
Lfilt � 800 and dvis

ls � 1.5 m. Note that for individual
equalization this value does not exist since minimum-
phase filters are considered.

It can be seen that the value chosen (�eq � 150 samples,
3.1 ms at 48 kHz; see Section 4.1) is optimal for both ideal

Fig. 17. D factor values calculated for multichannel equalization
for source 9 for each measuring position (see Fig. 14). Lfilt �
800, �eq � 150, dvis

ls � 1.5 m. (a) Ideal loudspeakers, multi-
channel equalization. (b) MAPs, multichannel equalization.

Fig. 18. Mean values and 95% percentile values of D factor
dependency on equalization predelay �eq expressed as a number
of sample periods at 48 kHz. Lfilt � 800, dvis

ls � 1.5 m. (a) Ideal
loudspeakers. (b) MAPs.
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and MAP loudspeakers. For ideal loudspeakers this value
could even be reduced to 100 samples (2.1 ms at 48 kHz)
without any significant effect. Both values are in the
range of known limitations of backward masking (<5 ms
at best) [44].

5.2.2 Filter Length Dependency
Fig. 19 shows the mean values and the 95% percentile

values of D factor dependency on the filter length Lfilt for
all sources and measuring distances. This filter length
should also be minimized. This limits the processing re-
quirements for both filter calculation and real-time render-
ing. Values for the two other parameters are �eq � 150 and
dvis

ls � 1.5 m. For comparison, individual equalization
filters are 800 samples long.

Once again, the value chosen (Lfilt � 800 samples)
provides good results for both ideal and MAP loudspeak-
ers. For ideal loudspeakers this value could even be re-
duced to 500 samples with very little effect. This holds
true for the frequency range considered (150 Hz to aliasing

frequency). For lower frequencies an additional analysis
would be required.

5.2.3 Loudspeaker Selection Dependency
Fig. 20 shows the mean values and the 95% percentile

values of D factor dependency on the loudspeaker selec-
tion parameter dvis

ls for all sources and measuring dis-
tances. This parameter determines the number of loud-
speakers that need to be used for multichannel inversion.
The analysis is reduced to sources 3/5/7/9. These are off-
centered sources for which some loudspeakers may not be
used for multichannel inversion according to the visibility
criteria (see Section 3.3). In this case also, the minimiza-
tion of dvis

ls enables one to improve the filter calculation
speed and real-time processing by leaving out some loud-
speakers. Values for the two other parameters are �eq �
150 and Lfilt � 800. The value chosen (dvis

ls � 1.5 m)
provides good results for both ideal and MAP loudspeak-
ers. The use of all loudspeakers exhibits also low D values,
but no real improvements over dvis

ls � 1.5 m.

Fig. 19. Mean values and 95% percentile values of D factor dependency on filter length Lfilt. �eq � 150, dvis
ls � 1.5 m. (a) Ideal

loudspeakers, all sources and measuring distances. (b) MAPs, all sources and measuring distances.

Fig. 20. Mean values and 95% percentile values of D factor dependency on loudspeaker selection dvis
ls . Lfilt � 800, �eq � 150, only

sources 3/5/7/9. (a) Ideal loudspeakers, all measuring distances. (b) MAPs, all measuring distances.
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6 DISCUSSION AND PRACTICAL
IMPLEMENTATION

6.1 Coloration Results
The objective criterion used in this paper is solely based

on a perceptually motivated analysis of the frequency re-
sponse. The principal results of the previous section are
first summarized and discussed. The sensitivity to time-
related impairments is then considered, outlining the lack
of similar criteria.

6.1.1 Frequency-Related Coloration Evaluation
The free-field coloration evaluation proposed in Section

5 considered a test scenario for a linear 48-channel loud-
speaker array and an ensemble of sources for two loud-
speaker types—ideal omnidirectional loudspeakers and
MAP loudspeakers. For both loudspeaker types the mul-
tichannel equalization method shows superior results to
individual equalization and WFS. The D value is about 1
dB less on average (all measuring points, all sources),
falling from 2.3 to 1.3 dB for MAP loudspeakers, and from
1.5 to 0.3 dB for ideal loudspeakers. Considering the
curves provided in [27], which link the D factor to quality
ratings, these are value ranges in which the lowering of the
D factor corresponds to the steepest variations of the per-
ceived quality for both music and speech. Therefore a
significant quality improvement can be expected from the
use of multichannel equalization. Only for off-centered
sources does the quality degrade slightly for some posi-
tions located on the opposite side. These are, however,
positions where the level is low and where the source may
be partially masked while rendering a complete sound
scene.

Improvements are obtained for all sources and all mea-
suring distances, which proves the efficiency of the pro-
posed method for sound-field equalization. The filter cal-
culation is realized in most cases considering 48
loudspeakers, 96 microphones, and a filter length similar
to the length of the measured impulse responses. This
situation is therefore far from what the MINT theorem
[12] requires (see Section 1.2) for complete multichannel
inversion. However, the application considered does not
target a complete inversion of the multichannel system,
but rather a perceptually accurate control of the radiated
sound field in an extended listening area.

6.1.2 Sensitivity to Temporal Impairments
Temporal impairments are analyzed from the phase or

group delay response across frequency. Studies on the
audibility of phase impairments consider simple all-pass
filters to create group delay modifications in limited fre-
quency bands [51]–[54]. They show that the audibility of
temporal impairments is very dependent on the signal and
listening conditions. For loudspeakers in reverberant con-
ditions, impairments of less than 2 ms in a limited fre-
quency band are usually considered inaudible. It is also
usually accepted that in most electroacoustical systems,
temporal-related impairments are inaudible or less audible
than frequency-related impairments.

For an evaluation of the multichannel equalization
method, impairments in the time domain are estimated by
calculating the group delay in frequency bands GD�[rj,
ERBN (i)] from Q�(rj, f ) using the same auditory filter
bank as for the calculation of D. Results are reported in
Table 1 for frequency bands below the aliasing frequency,
considering all sources and listening positions. They show
that multichannel equalization reduces both the mean val-
ues and the standard deviation of the group delay. How-
ever, levels are in the range of inaudibility when using the
criteria mentioned before.

All studies mentioned considered group-delay impair-
ments located after the main peak of the response. This is
generally the case for electroacoustical systems such as
electrodynamic or MAP loudspeakers. However, as soon
as equalization is introduced, preringing may appear in the
designed filters and more generally in the resulting im-
pulse response. Considering the limitations of backward
masking [44], the preringing may be audible. New color-
ation criteria involving time-domain impairment sensibil-
ity are thus required.

6.2 Real-time WFS Rendering
WFS rendering ideally relies on a content coding approach

such as that defined in the MPEG4 standard [55]. In such an
approach the sound scene is decomposed into an ensemble
of virtual sources described by their positions, directivity
characteristics, and virtual room effects (interaction with the
virtual environment). A sound stream is attached to each
source. Stereophonic encoded material could also be de-
scribed in such a format by associating each channel with a
“virtual” loudspeaker at the required position or direction.

For real-time rendering the WFS system is included in
a rendering chain (see Fig. 21), which enables the synthe-
sis of a synthetic room effect and authoring of the sound
scene. The scene description parameters are transmitted in
real time on a communication network [56]. The main
linear loudspeaker array of the WFS system may be com-

Fig. 21. WFS rendering chain.

Table 1. Mean value and standard deviation GDERB for all
microphone positions and virtual sources.

Loudspeaker Type

Mean Value Standard Deviation

WFS Meq WFS Meq

Ideal 0.12 ms 0.01 ms 0.98 ms 0.31 ms
MAPs 1.07 ms 0.82 ms 1.43 ms 1.12 ms
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pleted to the sides and rear with array portions or indi-
vidual loudspeakers to render room effects or pan-potted
sources [6], [57]. This type of system may be used for
sound installations [58], concerts, or virtual and aug-
mented reality applications.

Fig. 22 presents the architecture of a typical WFS render-
ing system. The complete system has a network structure.
Rendering modules are associated with a group of loud-
speakers. They get audio streams and “scene description”
parameters from the communication network. Filters are cal-
culated in an off-line process for the grid of target virtual
sources. The calculation is achieved considering omnidirec-
tional virtual sources and elementary directivity functions
based on spherical harmonics [6], [59]. For each rendering
engine, the filters corresponding to the associated loudspeak-
ers are locally stored in a database. In the real-time mode,
each rendering engine automatically loads filters associ-
ated with the closest source in the grid to the target source
position and creates the required directivity characteristics
as a combination of elementary directivity functions [59].

7 CONCLUSION

A multichannel equalization method is proposed that is
dedicated to the equalization of sound fields radiated by
loudspeaker arrays in an extended zone. The method uses
a modified version of a multichannel inversion scheme. In
such a scheme, the sound field radiated by the loudspeaker
array is measured at a set of control points (spatially
sampled) in order to create a MIMO system. Filters are thus
calculated in reference to a target sound field (virtual source)
which design the desired outputs of the MIMO system.

Unlike conventional multichannel inversion, the pro-
posed method uses first the WFS framework to estimate
the physical capabilities and limitations of the sound re-
production system. Delays necessary to wavefront forming
are applied to the matrix of the impulse responses that de-
scribe the MIMO system. This creates a distinction between

the reproduction of the target virtual source (multichannel
sound reproduction) and the compensation of the rendering
system deficiencies (equalization). The latter may be due to
loudspeaker frequency response and directivity character-
istics and limitations of WFS (see Section 2.2). The cal-
culation of filters using multichannel inversion is limited
to spatial and frequency regions where the loudspeaker
array is capable of reproducing the target virtual source.

Multichannel inversion usually allows for the control of
a sound field produced by an ensemble of loudspeakers at
a limited number of locations only. However, the control
can be spatially extended by considering appropriate mi-
crophone array techniques. They provide a description of
the sound field radiated by each loudspeaker that remains
valid in an extended listening area. For compensation of
linear loudspeaker array artifacts for WFS reproduction, it
is proposed to rely on a linear microphone array that en-
ables a description of the wave field radiated by the loud-
speaker array in the horizontal plane.

The proposed method is compared in terms of color-
ation reduction to a more conventional equalization, which
considers each loudspeaker separately. A parametric study
was also provided to set the optimization parameters of the
multichannel equalization method (filter length, number of
loudspeakers considered equalization delay). The results
show that the proposed method enables a partial but effi-
cient compensation of rendering artifacts. This is particu-
larly true in the case of MAP loudspeakers, which exhibit
complex directivity characteristics. For ideal omnidirec-
tional loudspeakers, the method also enables one to limit
sound color variations due to inner limitations of WFS.
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(DAFx-06), Montréal, PQ, Canada (2006 Sept.).

[44] T. G. Dolan and A. M. Jr. Small, “Frequency Ef-
fects in Backward Masking,” J. Acoust. Soc. Am., vol. 75,
pp. 1508–1518 (1984 Mar.).

[45] M. M. Boone and W. P. J. de Bruijn, “On the Applica-
bility of Distributed Mode Loudspeaker Panels for Wave Field
Synthesis–Based Sound Reproduction,” presented at the 108th
Convention of the Audio Engineering Society, J. Audio Eng.
Soc. (Abstracts), vol. 48, p. 364 (2000 Apr.), preprint 5165.

[46] R. Bücklein, “The Audibility of Frequency Re-
sponse Irregularities,” J. Audio Eng. Soc., vol. 29, pp.

126–131 (1981 Mar.; transl. of article published in 1962).
[47] F. E. Toole and S. E. Olive, “The Modification of

Timbre by Resonances: Perception and Measurement,” J.
Audio Eng. Soc., vol. 36, pp. 122–142 (1988 Mar.).

[48] S. E. Olive, P. L. Schuck, J. G. Ryan, S. L. Sally,
and M. E. Bonneville, “The Detection Thresholds of Reso-
nances at Low Frequencies,” J. Audio Eng. Soc., vol. 45,
pp. 116–128 (1997 Mar.).

[49] B. J. C. Moore, An Introduction to the Psychology
of Hearing, 5th ed. (Academic Press, San Diego, CA, 2003).

[50] P. M. Zurek, “Measurements of Binaural Echo Sup-
pression,” J. Acoust. Soc. Am., vol. 66, pp. 1750–1757 (1979).

[51] D. Preis, “Phase Distortion and Phase Equalization
in Audio Signal Processing—A Tutorial Overview,” J.
Audio Eng. Soc., vol. 30, pp. 774–794 (1982 Nov.).

[52] D. Preis and P. J. Bloom, “Perception of Phase
Distortion in Anti-Alias Filters,” J. Audio Eng. Soc., vol.
32, pp. 842–848 (1984 Nov.).

[53] J. A. Deer, P. J. Bloom, and D. Preis, “Perception
of Phase Distortion in All-Pass Filters,” J. Audio Eng.
Soc., vol. 33, pp. 782–786 (1985 Oct.).

[54] S. Flanagan, B. C. J. Moore, and M. A. Stone,
“Discrimination of Group Delay in Clicklike Signals Pre-
sented via Headphones and Loudspeakers,” J. Audio Eng.
Soc., vol. 53, pp. 593–611 (2005 July/Aug.).

[55] R. Väänänen, O. Warusfel, and M. Emerit, “Encoding
and Rendering of Perceptual Sound Scenes in the Carrouso
Project,” presented at the 22nd International Conference of
the Audio Engineering Society, Espoo, Finland (2002 June).

[56] R. Pellegrini, M. Rosenthal, and C. Kuhn, “Wave
Field Synthesis: Open System Architecture Using Distrib-
uted Processing,” presented at the Forum Acusticum,
Budapest, Hungary (2005 Sept.).

[57] M. Noguès, E. Corteel, and O. Warusfel, “Moni-
toring Distance Effect with Wave Field Synthesis,” pre-
sented at the 6th International Conference on Digital Au-
dio Effects (DAFX03), London, UK (2003 Sept.).

[58] G. Grand, E. Corteel, and R. Kronenber, “L’amiral cher-
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