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1.1 Jeffress’s localization model
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Time domain processing in the auditory system

ABSTRACT

Introduction

1 Estimation: location, pitch and tim-
bre

time domain

estimation
labelling filtering

frequency

time

delay lines gating neurons

Jeffress (1948) model of auditory localization. (a) Ele-
mentary delay line and coincidence counting neuron. (b) Ar-
ray of coincidence counters organized tonotopically and by in-
teraural delay (correlation lag). (c) Pattern evoked by a wide-
band sound source displaced from the axis. A ridge occurs at
the internal delay that compensates for the external interau-
ral delay of 0.2 ms. The topmost curve represents the sum of
cross-correlation functions over frequency ("summary cross-
correlation function").

This paper reviews models of auditory signal processing that
operate in the . This is in contrast with the tradi-
tional view that the cochlea performs a Fourier transformation,
and that subsequent processing is carried out in the frequency
domain. We classify models into parameter , chan-
nel , and within-channel models. Phenomena
accounted for are sound localization, pitch perception, vowel
timbre identification, and various aspects of sound segregation
("cocktail-party") effects. Most models may be implemented
based on a time-domain stochastic neural representation (spike
trains) such as found in the auditory nerve. Processing involves
"neural filters" based on delay lines and gating neurons (coin-
cidence counters), that select or delete certain spikes, thereby
modifying the statistics of the spike train in a way that strength-
ens or weakens the representation of parts of the sound envi-
ronment. In particular "cancellation filters", in which the inter-
action is mainly inhibitory, are suggested as a likely ingredient
for models of auditory processing.

The cochlea resembles a bank of filters covering the range of
audible frequencies (about 20 Hz to 20 kHz in man), and is
often viewed as playing essentially the role of a Fourier trans-
former: the slowly-varying spectrum from the cochlea is coded
as an average discharge rate within auditory nerve fibers, and
handed to the auditory nervous system for subsequent process-
ing. Logically, such processing should occur in the
domain. This idea, that dates back to Helmholtz (1877), still
dominates much of Hearing Science.

However there is evidence that some aspects of auditory
processing within the nervous system may be carried out in the

domain. Unfortunately, time-domain models of auditory
processing are less well developed. The purpose of this pa-
per is to review a series of time-domain models that account
quite well for many aspects of observed psychophysical per-
formance, and that require physiological assumptions that are
not unreasonable.

Most of these models can be implemented using two basic
ingredients: and . The latter are sen-
sitive to the interaction of neural discharges on their inputs, and
particularly to their relative timing. Interaction is excitatory or
inhibitory: the occurrence of a spike on one pathway allows,
or on the contrary disallows, the transmission of a spike on the
other pathway.

(a)

(b)

(c)

The "cross-correlation" model of auditory localization was
imagined by Jeffress (1948). The circuit of Fig. 1(a) has two
inputs that are delayed by different amounts before converging
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1.3 Meddis and Hewitt’s vowel timbre model

1.4 Cochlear filtering: what for?

2.1 Lyon’s binaural segregation model

2.2 Weintraub’s voice segregation scheme
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on a neuron that acts as a coincidence counter. The neuron re-
sponds when nerve impulses ("spikes") arrive simultaneously
at both synapses, within a time window of coincidence that is
short relative to the periods of important stimulus components.
Assuming statistical independence between spike-generating
processes, the output probability density is proportional to the

of the input densities. The model includes an array of
such circuits, with delay parameters and such that

covers the range of possible interaural delays (about
in man). This array comes close to calculating the run-

ning cross-correlation function of input spike densities:

where is a windowing function and and are spike
densities at left and right ears. Every frequency channel has its
own array, and together they form a two-dimensional array in-
dexed by frequency (inherited from cochlear filtering) and in-
teraural delay [Fig. 1(b)]. In response to a wide-band source
localized to one side of auditory space, a ridge of activity arises
where the internal (neural) delay compensates for the external
(acoustic) interaural delay [ Fig. 1(c)].

Jeffress’s model remained speculative for many years be-
fore physiological and anatomical evidence was found to sup-
port it in the MSO and IC (where MSO projects) of mammals
and equivalent centres in birds (Carney et al., 1989; Chan et
al. 1989; Konishi et al., 1988; Yin et al., 1984, 1987, 1990).
Rarely was a model more prescient.

Note that Jeffress’s model would work as well if excitatory-
excitatory (EE) interaction were replaced by inhibitory-
excitatory (IE) interaction, and the search for a by a
search for a . We come back to this idea later on in
the paper.

Licklider (1951, 1959) imagined a similar model to explain
pitch. As in Jeffress’s model, this model involves a 2-D array of
delay lines and coincidence counting neurons. Instead of com-
ing from separate ears, inputs originate from the same ear, and
the circuit thus calculates the equivalent of a running autocor-
relation function within each channel:

Instead of being sensitive to correlation between ears, the
model is sensitive to correlations within the stimulus itself, as
arise when the stimulus is periodic. In response to a periodic
sound, a ridge appears within the two-dimensional pattern (fil-
ter channel frequency X autocorrelation delay) at a delay equal
to the period of the stimulus. This is the cue to the pitch of the
stimulus in Licklider’s model.

The model has been "reinvented" in various forms since it
was first proposed (see de Cheveigné, 1998 for a review). Car-
iani et al. (1996a,b) found physiological support for it, in that
autocorrelation histograms of auditory-nerve fiber discharges
correlate well with the psychophysics of pitch. However, con-
trary to Jeffress’s model, no as yet no one has yet located the
neural centers where the processing might occur.

Time-domain processing is usually invoked for localization,
commonly for pitch, but rarely for . The timbre of
steady-state sounds is usually attributed to spectral cues ex-
tracted in the cochlea and exploited centrally (possibly by pat-
tern matching). Nevertheless, Meddis and Hewitt (1992) pro-
posed a vowel identification model in which the 2D autocorre-
lation pattern was summed over frequency, to obtain a "sum-
mary autocorrelation function". Identification then involved
pattern-matching of the "short-lag" portion of this summary
autocorrelation function to stored templates. A similar scheme
was used with success by de Cheveigné (1997). The fact that
ACF patterns support vowel identification is not completely a
surprise. The spectral envelope of a vowel, characteristic of
its timbre, may be estimated by LPC analysis based on the
low-order coefficients of the short-term autocorrelation (or au-
tocovariance) function of the vowel’s waveform (Rabiner and
Schafer, 1978). The summary ACF resembles the waveform
ACF.

The three models of this section postulated cochlear filtering
as a first step, but did not exploit it. If anything the filter bank
seems a handicap, as the same time-domain operations must
be reproduced in multiple channels. Cochlear filtering comes
to its own in the spectro-temporal models of the next section,
as a basis for of multiple sources.

Jeffress’s model was designed to give the azimuth of a
source, but can be extended to give the positions of sev-

eral sources. As long as both sources occupy distinct portions
of the spectrum, they may produce distinct "ridges" in the 2D
cross-correlation pattern, within the limits of the channels that
they dominate. Indeed, the fact that ridges occur at different
places in different channels can be used to each channel
as belonging to a source. Lyon’s (1983-1988) binaural sound-
segregation system was based on this idea. Lyon’s model was
the first of a series of models, in which tem-
poral information is used to label portions of a spectral repre-
sentation.

Weintraub (1985) built a system directly inspired from Lyon’s
ideas, but using periodicity information rather than binaural in-
formation. A channel was labelled as belonging to a voice if it
was dominated by the periodicity of that voice. Meddis and He-
witt (1992) built a model of concurrent vowel perception based
on the same idea. An originality of Meddis and Hewitt’s model
is that it requires the periodicity of only voice (the stronger
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3 Within-channel filtering

2.3 Computational Auditory Scene Analysis

2.4 What to do with shared channels?

3.1 Durlach’s EC model

3.2 Culling and Summerfield’s modified EC
model
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Cancellation model of auditory localization, formally
equivalent to Jeffress’s autocorrelation model. (a) Elementary
delay and inhibitory coincidence counting neuron. (b) Pattern
evoked by a wideband source with a 0.2 ms interaural time dif-
ference.
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one), whereas Weintraub’s and other models usually assume
that the5 periodicity ( ) of both must be estimated.

Spectro-temporal channel selection is the basis for a variety of
CASA (computation auditory scene analysis) models (Cooke,
1991; Brown, 1992; Ellis, 1996). In addition to binaural or pe-
riodicity cues, channels may be labelled to other scene analy-
sis cues such as "common fate", top-down heuristics, etc.. To
the extent that these models employ realistic "cochlear" filter
banks, and that channel labeling is based on time-domain pro-
cessing, these models can loosely be included with the time-
domain models of auditory processing that are the subject of
this paper.

In a spectro-temporal model, channels are "atomic": informa-
tion is divided among channels, but cannot be split further.
However, cochlear frequency resolution is not perfect, and so
some channels may actually be responding to several sources
at the same time. Models diverge in their strategy at this point:
(a) assign the channel to one source or the other, (b) assign
it to both, (c) assign it to neither, (d) try to split it. Strategy
(d) implies time-domain processing. Models of
within-channel processing are described in the next section.

The phenomenon of binaural release from masking is well
known. The detection threshold of a target signal in noise is

(i.e. masking is less effective) when target and masker
have different interaural phase relations. To explain this phe-
nomenon, Durlach (1963) imagined a model in which signals
at both ears were by scaling and delaying one rela-
tive to the other, and then subtracted one from the other to

the masker. Durlach worked with signals that were narrow-
band, for which it made no difference whether processing oc-
curred on the raw signal or within a single auditory filter chan-
nel. The model may be extended trivially to the wide-band
target case by assuming identical processing within channels,
with the same parameters (scale and delay) in each.

When the signal-to-noise ratio (SNR) is small, a convenient
way to estimate parameters is to search the parameter space for
values that produce the minimum cancellation residual. This
can be done by a neural circuit similar to that used in Jeffress’s
model, but involving inhibitory rather than excitatory interac-
tion [Fig. 2(a)]. In response to a source localized to one side,
a appears in the 2D array. The valley serves as a cue to
the azimuth of the source, as did the ridge in Jeffress’s model.
Physiological support for this model has been found in the LSO
(Joris and Yin, 1998, and references therein).

(a)

(b)

Residual activity within the valley (if any) may then be ex-
ploited as evidence of a second, weaker source. Such resid-
ual activity is usually thought of as a slowly-varying pattern of
activity across frequency channels, to be processed in the fre-
quency domain. However nothing in principle would prevent it
from being exploited in the time domain. This opens up the per-
spective of successive stages of time-domain processing, each
operating on the residual output of preceding stages.

Culling and Summerfield (1995) found that Durlach’s EC
model does not describe subject’s performance in the situation
where two concurrent vowels must be segregated on the ba-
sis of binaural disparity. More precisely, they found no ev-
idence that the equalization parameters were being ap-
plied to different frequency channels. Instead they found ev-
idence of independent processing within channels, with differ-
ent parameters for each channel. They proposed a "modified
EC model", in which parameters are found by searching for a
minimum residual, as in Durlach’s model, but
for each channel.

Psychoacoustics show that this model is closer to what is
going on in the auditory system than Durlach’s model, but it
poses a rather sticky problem. If processing is independent
within each channel, on what basis are channels grouped and
assigned to sources? A possible answer is that they are , but
that the auditory system makes do with this rather strange "two-
valued" pattern. For each channel there are two values: the
"raw" value before cancellation, and the residual after cancel-
lation. The first reflects the stronger source ,
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and the second the weaker source. This information is of course
less useful5 than if channels were unambiguously assigned to
sources, but possibly more than the unprocessed, single-valued
pattern.

Vowels mixed together are easier to identify when they have
different s. The effectiveness of the harmonicity cue, ex-
ploited when s are different, has been observed in a large
number of so-called "double-vowel" experiments. Various
models have been proposed to explain it, among them the
channel-selection model of Meddis and Hewitt (1992) men-
tioned above. Meddis and Hewitt’s model partitions the set of
peripheral channels into channels dominated by one vowel, and
those dominated by the other. It is quite successful for mix-
tures of equal-amplitude vowels, that each dominate the spec-
trum near their own formants. However it fails if one vowel is
stronger than the other and dominates channels. Segrega-
tion effects are nonetheless observed in that case, that Meddis
and Hewitt’s model cannot explain (de Cheveigné et al., 1997).
To explain such effects, one must admit that -guided segre-
gation can occur channels, and not just between chan-
nels.

Within-channel segregation can be performed in the time
domain, with a "cancellation filter" similar to that proposed for
Durlach’s EC model but operating on spike train coming from
the same rather than different ears (Fig. 3). The filter removes
any spike that forms with a preceding spike an interval equal
to its delay parameter, . Tuned to the period of an interfer-
ing sound, the filter modifies the interval statistics in a way
that suppresses the representation of that sound in favor of the
weaker target. The model has been tested with data recorded
in the auditory nerve (de Cheveigné, 1993), and it accounts for
psychoacoustic data quite well (de Cheveigné, 1997).

The operation that appears in the autocorrelation
function of Licklider’s pitch model can be replaced by

, and the search for a maximum by the search for a mini-
mum. Subtraction might be implemented by an inhibitory gat-
ing or coincidence-counting neuron such as used in the cancel-
lation model of vowel segregation (Fig. 3). To a first approx-
imation, cancellation and autocorrelation pitch models have
equivalent behaviors (de Cheveigné, 1998), but they differ in
their physiological "signature", and in certain second-order
properties such as phase-sensitivity.

An attractive feature of the cancellation model of pitch per-
ception is that it can be generalized to estimate multiple peri-
ods. This is done by searching the parameter space of a

of cancellation filters (de Cheveigné and Kawahara, 1997,
1998). The search can be sequential: after the period of one
sound has been estimated, it is cancelled, and the others are
estimated from the cancellation residual. It can also be ex-
haustive: the multiple dimension parameter space of cascaded
filters is searched exhaustively for a minimum output. This
model may help explain how, for example, an orchestra con-
ductor can hear out the notes of individual instruments, among
many playing simultaneously in the orchestra.

A problem that confronts time-domain models of auditory pro-
cessing is that of of auditory filters. For transient
sounds the ringing often dominates the time-domain response
of the channel, but it has little to say about the signal. Sev-
eral auditory models incorporate schemes to reduce the effects
of ringing: spectrotemporal adaptation, cross-channel summa-
tion, subtraction of the response to noise, etc.. The cancella-
tion filter of Fig. 3, tuned to the ringing period of the chan-
nel, is also quite effective in removing the effects of ringing (de
Cheveigné, 1998).

Our review presented a panorama of time-domain auditory
processing models. Some are quite old (Jeffress, Licklider,
Durlach), others more recent. In some cases (localization, bin-
aural interaction) it is difficult to imagine processing occurring
other than in the time domain. In others (pitch, timbre, -
guided segregation) the time-domain models are under strong
competition from healthy frequency domain ("place") models.
However even in these cases many aspects are best explained
in the time domain. Delgutte (1984) had proposed a variety
of time-domain schemes of processing in the auditory system,
as alternatives to frequency-domain processing. Our review is
certainly incomplete and biased in favor of our own work on
cancellation models of -guided segregation and pitch.

Most models can be implemented physiologically given two
ingredients: delay lines and gating neurons (excitatory or in-
hibitory). The availability of gating neurons does not seem to
be an issue. Short delay lines (on the order of naturally occur-
ring interaural delays) have also been found. However there is
as yet little evidence for delay lines that: (a) have delays on the
order of pitch periods (10 or 20 ms), (b) are temporally precise,
and (c) are "wide-band" (carrying spike trains similar to pri-
mary auditory nerve fibers). The requirement (b) of temporal
precision implies specialized neural structures, that have been
found in pathways that converge on the LSO (Joris and Yin,
1998) but with relatively short delays.
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Requirement (c) is that the delay line carries (and thus
memorizes)< the detailed temporal structure over a relatively
long duration. This is a quite severe constraint. A delay line
that carries a per period might be easier to imple-
ment, as it needs to "memorize" less information. This consid-
eration might constitute an argument in favor of the "strobed
auditory integration" (SAI) model of Patterson et al. (1992),
that can be interpreted as a cross-correlation between a nerve
fiber firing probability pattern and a single "strobe" for each
period. The single strobe might be easier to delay accurately
than a detailed pattern. Processing might for example be im-
plemented by an array of coincidence counters (as in Lick-
lider’s model), on which converge both undelayed primary or
primary-like fibers, and delayed fibers carrying a single pulse
(or small number of pulses) per period. The array would calcu-
late the function:

where is a window function, is the undelayed auditory
nerve fiber firing density, and is the delayed strobe func-
tion. This is slightly different from the original proposal of Pat-
terson et al., of a static buffer into which the temporal firing
pattern was loaded on each strobe.

Several time-domain models take little or no advantage of pe-
ripheral filtering. Jeffress’s localization model would work
if waveforms from both ears were correlated before filtering
rather than after. The same can be said of Licklider’s pitch
model, Durlach’s binaural model, de Cheveigné’s cancellation
filter, etc.. On first view, filtering seems to make things harder,
because the same processing needs to be repeated in all filtered
channels. Exquisite mechanical selectivity is a characteristic of
cochleas of many species, and it be of use: that a model
might do better without cochlear filtering can almost be inter-
preted as an argument that model.

The paradox may be resolved by the following argument.
Peripheral filtering may not be necessary for the of
time-domain models, but it may be essential for their success-
ful implementation. Mechanical-to-neural transduction is not
linear, and for this and other reasons neural signal processing
is likely to have a limited dynamic range. Parallel process-
ing of band-limited channels, each with its own frequency and
phase characteristics, may offer a way to compensate for these
defects. Cochlear filtering may thus be seen as the "last lin-
ear stage" (Møller, 1983) before time-domain processing takes
over within the auditory nervous system.

Several models were based on the principle that the auditory
system attempts to correlates of a source. Cancellation
constitutes a way of estimating the source’s characteristics. It
also has the effect of "clearing" the internal representation, so
that the emergence of new sources is easier to spot. Scene anal-
ysis might thus proceed via a succession of estimate-cancel-

estimate steps, as elements of the auditory scene are peeled
away one after the other (Nakatani et al, 1995). The cancel-
lation principle fits well with recent physiological evidence of
inhibitory processing of interaural time and level differences in
the LSO (Batra et al., 1997; Joris et al. 1998, Tsuchitani, 1997).
It also fits well with the recent idea of of con-
current sources. Cancellation of a source produces a residual
that is uncorrelated with that source. Given N sources, cancel-
lation of all combinations N-1 sources would produce N uncor-
related outputs. Blind separation (and related techniques) can
be seen as a principled way of estimating the parameters nec-
essary for cancellation.

Models of time-domain auditory processing were reviewed, in-
cluding recent models based on the principle of cancellation.
The models account well for observed performance on psy-
choacoustic tasks, and their physiological assumptions are rel-
atively easy to satisfy (although direct physiological confirma-
tion is in many cases lacking). Time-domain processing within
the auditory nervous system is a reasonable alternative to the
more common assumption of frequency-domain processing of
slowly-varying spectral patterns, produced in the cochlea and
carried by a tonotopic rate code. Auditory processing models
provide interesting examples of time-domain processing of the
stochastic fine structure of neural spike trains.
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