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Abstract
The GCI detection is a common problem in voice analysis used
for voice transformation and synthesis. The proposed innova-
tive idea is to use a glottal shape estimate and a standard lips ra-
diation model instead of the common pre-emphasis when com-
puting the vocal-tract filter estimate. The time-derivative glot-
tal source is then computed from the division in frequency of
the speech spectrum by the vocal-tract filter. Indeed, prominent
peaks are easy to locate in the time-derivative glottal source.
A whole process recovering all GCIs in a speech segment is
therefore proposed taking advantage of this. The GCI estimator
is finally evaluated with synthetic signals and Electro-Glotto-
Graphic signals.

1. Introduction
The source-filter model (eq. 1) is used in this paper to represent
the voice production. This model decompose the voice produc-
tion in three main components: the glottal source, the vocal-
tract and the lips radiation. The glottal source is assumed to be
produced by the periodic opening and closing of the glottis (the
space between the vocal folds). Then, the vocal-tract transform
this source like a filter. Finally, the lips radiate this transformed
source outside of the mouth adding one more filter effect. Ac-
cordingly, this model represent a periodic excitation of two con-
secutive filters by a glottal source. Analyzing a recorded speech
segment, we try in this paper to temporally synchronize a glot-
tal model (a shape model of the glottal source), with a speech
signal period. This time synchronization can be reduced to the
detection of a maximum excitation instant. Physiologically, this
instant corresponds more or less to the closure of the glottis and
it is the reason to call it Glottal Closure Instant (GCI).

Numerous GCI detection methods already exist [1, 2, 3, 4,
5]. The source model is often seen as a Dirac and thus, one of
the best approaches is to flatten the phases of a residual spec-
trum like in the DYPSA method [1, 3]. In the time domain, the
dual solution is the localization of a maximum of energy [4].
It is also possible to use the Frobenius norm to locate such an
instant [5]. Additionally, the error of an ARX model can be
minimized using a full glottal shape instead of a Dirac [2].

Some GCI detection methods assume the glottal source to
be a minimum-phase signal, like the vocal-tract impulse re-
sponse. The Linear Prediction (LP) residual is thus used to re-
cover an impulse train which should correspond to GCIs. How-
ever, the glottal source is a mixed-phase signal [6]. There-
fore, in the Z-plane, roots exist outside of the unit circle in the
glottal source as in the speech signal. Computing a minimum-
phase envelope of the speech spectrum (like with the LP), the-
ses roots will be mirrored into the unit circle. However, the
phase contributions are not the same for a stable or an unstable
root. Consequently, this phase difference remains in the resid-

ual. When detecting a GCI, this phase difference will create a
bias. Therefore, computing the vocal-tract filter by LP (or any
other minimum-phase envelope), it is very important to remove
first the contributions of the glottal source and the lips radia-
tion from the speech signal. Usually, the speech signal is pre-
emphasized to compensate these two contributions [7]. Instead,
to retrieve the vocal-tract filter, we use an estimate of a glottal
model and a common lips radiation model.

Then, by removing the vocal-tract effects from the speech
signal by deconvolution, the glottal source and the lips radiation
remains. We call this residual theradiated glottal source(fig.
1). In one period, the glottal source decreases fast enough to
create a prominent negative peak on his time-derivative. This
peak corresponds to the GCI. Consequently, since the lips ra-
diation is a time-derivative, we will see that the GCI is easy to
recover from the radiated glottal source (fig. 1).

Our GCI detection method is the following: First, we as-
sume the fundamental frequencyf0 of the glottal source to be
known thanks to numerous methods which are able to extract
such a feature directly from the speech signal [8, 9, 10]. Sec-
ondly, for each period, we are looking for one particular sample
among the sampled signal which indicate the glottal model po-
sition. Finally, using thef0 estimate again a subdivision algo-
rithm is also proposed to recover all GCIs in a speech segment.

Section 2 presents the different spectral relationships ob-
tained from the source-filter model: Thanks to an estimate of a
glottal model, the vocal-tract filter can be retrieved. Then, the
radiated glottal source is obtained. The main sources of errors
disturbing these computations are also discussed at the end of
this section. Section 3 propose a whole GCI detection process.
Finally, in section 4, this GCI estimator is evaluated with syn-
thetic signals and compared to Electro-Glotto-Graphic signals.

2. Theoretical aspects: Speech model,
vocal-tract filter derivation and radiated

glottal source
In this section, we will first present the speech model in the fre-
quency domain. Then, given a glottal model and a lips radiation
model, the vocal-tract filter is obtained. Finally, by deconvo-
lution of the speech signal by the vocal-tract filter, the radiated
glottal source is expressed.

2.1. Speech model

In the frequency domain, the source-filter model of a voiced
speech segment is expressed as:

S = Hf0 · ejωφ · G · C− · L (1)

For reading convenience, since this equation holds for all fre-
quencies, the frequency arguments have been removed (X ≡



X(ω)) for all terms which are not of pure linear phase.Hf0 is
a harmonic structure modeling a periodic Dirac of fundamental
frequencyf0. In one period,ejωφ define the time positionφ
of the glottal shape.G is a mixed-phase spectrum defining the
shape of the glottal source.C− is a minimum-phase filter cor-
responding to the vocal-tract filter (the property of minimum-
phase is denoted by the negative sign). In speech analysis,
this filter is usually constrained to a stable all-pole filter cor-
responding to resonances. The minimum-phase assumption is
more general, it implies only stability. Roots of the Z-transform
(poles and/or zeros) have to be inside the unit circle. Finally,
L is the filter corresponding to the lips radiation. This filter
is usually associated to a time derivative [7, 11] and therefore,
L(ω) = jω.

2.2. Vocal-tract filter derivation

The following process is fully described in a simultaneous pub-
lication [12]. We will summarize the main ideas in this section.
Thanks to a shape parameter estimate of a glottal model (like the
one presented in section 3.1), it is possible to retrieve an approx-
imation of the vocal-tract filterCθ

− by division in the frequency
domain (deconvolution in time):

Cθ
− = E−

` S

Gθ · L

´

= E−

„

Hf0 · ejωφ · G · C− · L

Gθ · L

«

(2)

Gθ is the glottal model parametrized byθ (ex. the Liljencrants-
Fant model [13] parametrized byRd [14]). E−(.) is a smooth
minimum-phase envelope estimate of the argument like the
Cepstral Envelope[15], the LP or the Discrete All-Pole[16].
Compared to the ARX methods [2, 17], computing the vocal-
tract filter by this mean offers the choice of the envelope esti-
mator.

BecauseE−(.) is computed from the amplitudes, it has the
property of distributivity on spectrum multiplication. We can
thus express the estimate of the vocal-tract filter:

Cθ
− =

E−(Hf0 · ejωφ · G · C−)

E−(Gθ)
=

E−(S/L)

Gθ
−

(3)

We chose theCepstral Envelopeto compute the numerator. It
is a minimum-phase envelope estimate of the speech spectrum
after removing the lips radiation effect. The denominator is
the glottal model replacing the mixed phases by the minimum
phases.Gθ

− is thus retrieved from the real cepstrum.
Finally, from the two previous equations, focusing on the

result of the computation ofCθ
−: E−(.) is computed from the

amplitudes,ejωφ is thus ignored. The order ofE−(.) is limited
to avoid the modelization of the harmonicsHf0 . Therefore,
we assume the sampling ofC− by f0 to be sufficient and the
envelope estimator precise enough to neglectHf0 :

Cθ
− =

E−(Hf0 · ejωφ · G · C−)

Gθ
−

=
G− · C−

Gθ
−

(4)

Finally, end of equation 3 gives the mean to computeCθ
− and

end of equation 4 gives the result of this computation.

2.3. Radiated glottal source

To estimate the time position of our glottal model, we are look-
ing in the time domain, to the maximum negative peak in the
radiated glottal sourcẽG′. Therefore, we will focus now on the
deconvolution of the speech signal by the vocal-tract filter.

The speech spectrumS is computed with a window. There-
fore, the following equation has to be studied:

G̃′ =
W ⊛ S

Cθ
−

(5)

However, if the main lobe of the window fall fast enough, one
can assume:

W ⊛ S

Cθ
−

≈ W ⊛
S

Cθ
−

(6)

The bigger is the variation of the amplitude spectrum ofCθ
− the

bigger is the difference between the two sides of this equation.
SinceCθ

− has a relatively smooth amplitude spectrum, the as-
sumption will not introduce a large error. Consequently, we will
focus onS/Cθ

− and consider the window effect remains in the
final result.

From the speech model (eq. 1) and equation 4:

G̃′ =
S

Cθ
−

= Hf0 · ejωφ ·
G · C−

G− · C−/Gθ
−

· L (7)

One can assume the envelope estimator is sufficiently precise
[18]. Therefore,|G−| = |G| and the ratio of these two terms
is an all-pass filter. We call this ratio theall-pass residual spec-
trum ofG and we write it, for any variable,X/− = X/X−

G̃′ = Hf0 · ejωφ · Gθ
− · G/− · L (8)

In this equation, one can see the following results:

• The pure linear phase term of̃G′ is the one of the real
glottal sourceHf0 · ejωφ · G. Accordingly, the position
of the glottal pulse is kept. This is the most important
consequence for the detection of GCIs.

• The amplitudes of̃G′ are completely defined by the glot-
tal model and the lips radiation|Gθ · L|.

• Conversely, the phases of the source model do not appear
because they are replaced by the minimum-phase of the
glottal model. Moreover, the all-pass residual of the real
glottal source remains. Therefore, if the amplitudes of
the glottal model are correct,the phases of̃G′ are the
phases of the real source.

Finally, if we assume the real shape of the glottal source can
be correctly represented by our chosen glottal model and there
is only an error of parametrization∆θ, from last equation:

G̃′ = Hf0 · ejωφ · Gθ
− ·

Gθ+∆θ

Gθ+∆θ
−

· L (9)

definingX∆θ = Xθ+∆θ/Xθ

G̃′ = Hf0 · ejωφ · Gθ · G∆θ
/− · L (10)

Like previously, the amplitudes are always defined by|Gθ ·

L|. Consequently, only the phases ofG̃′ express the error of
parametrization∆θ.

Figure 1 shows examples of̃G′ for two synthetic signals
and a real signal. The first synthetic signal (a) is computed with-
out parametrization error,∆θ = 0 ⇒ G∆θ

/− = 1. The second
one (b) is computed with a parametrization error corresponding
to≈ 50% of the parameter range. Both for synthesis and analy-
sis, the glottal model is a Liljencrants-Fant (LF) model [14]. A
hanningwindow is used to computeS and thus the windowing
effect is also visible onG̃′. A few theoretical elements can be
seen in this figure:
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(a) Synthetic signals
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(b) Synthetic signals with error∆θ
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(c) Real signals

Figure 1: Examples of radiated glottal sourcẽG′ in the time
domain: Synthetic signals (a,b): the waveform in thin black,
the synthetic source in dashed red andG̃′ in thick blue. Real
signals (c): the waveform in thin black and̃G′ in thick blue.

• In the synthetic examples (a,b):C− is not perfectly
reconstructed because the vocal-tract filter response is
sampled byf0. Consequently, ripples appears all along
G̃′. However, the negative peak (in time domain) ofG̃′

is close to the one of the real source.

• In the synthetic example with parametrization error (b):
the negative peak of̃G′ is still prominent but slightly
blurred. This result is very important for GCI detection
because this peak position is hardly contested by other
ripples. Consequently, a rough estimate ofθ seems suf-
ficient for such a detection (see section 4.1.1 for a quan-
titative evaluation).

• About the real example: the LF model has a strong nega-
tive peak and a relative smooth positive bump. However,
positive peaks concentrated on one instant like at sam-
ples≈ 400,≈ 230,≈ 490 cannot be synthesized with
such a model. More investigations should attempt to ex-
plain theses residues.

2.4. Main sources of errors

Consequence of the plane-wave hypothesis for GCI detec-
tion: The first limit of the source-filter model is the plane-wave
hypothesis: Above≈ 4000Hz the waves propagating inside
the vocal-tract are not supposed to travel perpendicularly to the
traveling axis [11]. Over such a frequency, the phases and the
amplitudes of the glottal source are not properly propagated up
to the mouth. Consequently, the source phases cannot be re-
trieved and thus there is no way to take advantage of them when
trying to synchronize a source model with a recorded speech
signal (ie. detecting GCIs). Therefore, the speech signal should

be sampled at8000Hz. We are looking to more quantitative
descriptions of this problem.

Preserved phases and polarity: The phases of the speech
signal has to be preserved in the speech recording. Indeed, com-
pression algorithms may disregard the phase information to im-
prove the compression rate at the expense of quality. Addition-
ally, the polarity of the signal has to be known. Indeed, in the
time domain, the minimum of the time-derivative glottal shape
is assumed to correspond to the GCI and the proposed method
takes advantage of this. If the polarity is false, the proposed
method may be confused with another peak.

3. Method
Using the theoretical results of the previous section, this section
will present the complete proposed method with a few technical
details.

In our implementation, the glottal model is the Liljencrants-
Fant model [13]. The shape of this model is controlled by 3 pa-
rametersθ = (Oq, αm, ta), the fundamental frequencyf0 and
the excitation amplitudeEe. First, the relaxing parameterRd
is used to control a meaningful curve in the 3 shape parameter
space [14, 19]. This shape parameterRd is estimated thanks to
an hypothesis made on the phases of the vocal-tract filter (see
section 3.1). Secondly, we supposef0 to be knowna priori.
Numerous methods can be used to computef0 from the speech
signal likeYIN[8], Swipep[9] or by harmonic matching[10]. Fi-
nally, in the time domain, for each period, the minimum of the
radiated glottal sourcẽG′ is assumed to correspond to the GCI,
the prominent negative peak. Therefore, in each period, the pro-
posed method looks for this minimum. Additionally, it is not
necessary to estimateEe, only the position of the peak is recov-
ered.

The estimation of the radiated glottal source is computed
following equations 3 and 7:

G̃′ = S ·
GRd

−

E−(S/L)
(11)

whereL is supposed to be a time derivativeL(ω) = jω. To
compute the minimum-phase envelope estimateE−(.), we use
theCepstral Envelopebecause of his precision, robustness and
the simple control of the parameters [18].

3.1. Rd estimate

We propose a simple way of computing a rough estimate ofRd
without time synchronization. It seems sufficient for the pro-
posed GCI detection method (sec. 4.1.1). We use the following
hypothesis:the phases of the vocal-tract filter around the glottal
formant are negligible compared to the phases of the minimum-
phase glottal source:

∀ω ∈ [l, h] |∠C−(ω)| ≪ |∠G−(ω)| (12)

where the frequency band[l, h] is chosen to contain all possible
glottal formant frequencies (≈ [1 · f0, 3 · f0]). Consequently,
C− can be neglected in equation 4 when computing the phases
of CRd

− :

∀ω ∈ [l, h] ∠CRd
− (ω) = ∠G−(ω) − ∠GRd

− (ω) (13)

Finally, around the glottal formant, the phases of the vocal-tract
filter estimate are biased by the shape parameterRd of the glot-



tal model. Therefore, to estimate this shape parameter, the fol-
lowing error is minimized thanks to a Brent algorithm:

ǫ(Rd) =
1

h − l

Z h

l

|∠CRd
− (ω)| dω (14)

More details are published in a simultaneous publication dedi-
cated to this problem [12].

3.2. One-period detection

The minimum ofG̃′ seems easy to locate, but when comput-
ing the spectrum, the windowing effect can displace it (fig.
1). From an arbitrary starting position, we propose an iterative
method to converge to the nearest GCI:

1. Estimate ofRd and synthesis ofGRd
−

2. Selects : n periods of windowed speech signal with the
starting position in the middle of the window

3. ComputeS : the Discrete Fourier Transform (DFT ) of
s

4. Compute(S/jω)− : the minimum-phase envelope esti-
mate ofS after removing the lips radiation effect

5. ComputeG̃′ = S ·
GRd

−

(S/L)
−

6. LocateGCI = argmin(DFT−1(G̃′)) : locate the
minimum of the radiated glottal source in the sampled
time domain in a one-period interval around the starting
position

7. Convergence test: stop if the GCI is already the sample
of the middle of the window, else continue

8. Re-positioning: the window is moved to put the GCI in
the middle of the window

9. back to 2

Usually, after 3 or 4 iterations the windowing effect is negligible
and the method stops. In our implementation, we used ahan-
ningwindow with a length of 3 periods. The vocal-tract filter is
supposed to be stationary in such a window. Hence, the window
cannot be arbitrary long.

3.3. Multiple-period detection

A method detecting different GCIs in a complete voiced speech
segment has to take care of different aspects: 1) No GCI should
be missed. 2) To minimize computation time, one GCI should
not be detected twice. 3) An error of one GCI detection should
not be propagated to detection of other GCIs. The main algo-
rithm idea is to recursively subdivide a segment into two smaller
segments if his duration is longer than a period. We take again
advantage of the knownf0 and assume that the fundamental
periodT0(t) is known at any instants. As we will see, a high
precision ofT0 is not necessary, the robustness against octave
errors is more important.

1. First, put the start and end time of the speech segment
into the top element of a stack

2. Select a starting and an ending position[ts, te] from the
stack

3. From the middle positiontm = (ts + te)/2, converge to
the nearest GCI with theOne-period detectionmethod
giving tGCI

4. If α · (tGCI − ts) > T0(tGCI), put the time segment
[ts, tGCI ] in the stack

5. and do the same for the segment[tGCI , te]

6. If the stack is not empty, back to step 2

Doing so: 1) The algorithm subdivide the initial time interval
into sub-intervals smaller than a period. Consequently, no GCI
should be missed. 2) The search range is one period between
two GCIs. Consequently, no one should be detected twice. 3)
The subdivision process uses two different GCIsts andte, both
should be erroneous to maximize the probability of propagating
the error inside the time segment.

Theα parameter control the minimum recursion size where
a GCI is supposed to exist. Ideally, in a speech signal with con-
stantf0, α should be equal to1. However, especially in speech,
thef0 variations are obviously not negligible. Moreover, a tol-
erance on thef0 estimate should be accorded. Therefore, in our
implementation, this parameter is fixed to2/3. Consequently,
if the T0 estimate is smaller than1/3 · T ∗

0 , one third of the real
period, the method creates a false alarm. Conversely, if theT0

estimate is bigger than1/3 · 2T ∗

0 , one third of two real periods,
the method misses a GCI. However, creating a false alarm is
better than missing a GCI. Indeed, the method always converge
to the nearest GCI and so removing duplicated GCI is still pos-
sible but at the cost of useless computing time. An improved
recursion test should dynamically set theα parameter from the
f0 standard deviation. Figure 2 shows an example of GCI detec-
tion on afry voicesegment, an especially aperiodic voice mode.
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Figure 2: GCI detection on afry voicesegment

4. Comparison with synthetic signals and
Electro-Glotto-Graphy

Validation of parameters estimate of glottal source is not ob-
vious. Indeed, under strong assumptions, the glottal flow is
usually associated to the source of a source-filter model [7],
but the measurementin vivo of this flow is not yet possible.
Nevertheless, correlates can be studied between a source esti-
mate and physiological measurements like the Electro-Glotto-
Graphy (EGG) [20].

In following sections, as a validation procedure, the GCI
detection method is first evaluated with synthetic signals. Then,
reference GCIs are computed from EGG signals and compared
to the detected GCIs computed with the proposed method.

4.1. Evaluation with synthetic signals

In this section, the estimator is used on a synthetic signal with a
known GCI with a shape model controlled byRd and a known



f0. Additionally, five different vocal-tract filtersC− are used to
model five different vowels: /a/, /e/, /i/, /o/, /u/.

4.1.1. Error related toRd

The usedRd estimate is not very accurate [12]. Consequently,
the error of the GCI estimator related to theRd error has to
be evaluated. Thanks to equation 10, one can see that the term
G∆θ

/− has to be small enough to: 1) Do not challenge the gross

position by keeping the global minimum of̃G′ close to the real
GCI 2) Do not blur the linear-phase termejωφ and deteriorate
the precision of this position. The error is computed for13 f0

values between96 − 288Hz, 23 Rd values between0.3 − 2.5
and the 5 different vocal-tract filters. The mean and standard
deviation of the error is then computed. The results are shown
in figure 3. For|∆Rd| < 1, the standard deviation is still below
10% of the period. Consequently, a rough estimate ofRd is
sufficient.

4.1.2. Error related to the noise

This test evaluate the estimator error related to two different
white Gaussian noises of standard deviationσ: one is added
to the signal while the other one is added to the the glottal
source. Consequently, reference speech signals are synthesized
with these two models:

SNσ
g = Hf0 · ejωφ · (G + Nσ

g ) · C− · L (15)

SNσ
a = Hf0 · ejωφ · G · C− · L + Nσ

a (16)

While keeping the excitation amplitudeEe constant, the mean
and standard deviation of the error is computed forσ values
between−50dB and10dB relative toEe (fig. 3). For eachσ
value, the error is computed8 times with13 f0 values,23 Rd
values and the 5 different vocal-tract filters.
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Figure 3: Error related to the parameter error∆Rd of the glottal
model, glottal noiseNσ

g and additive noiseNσ
a : The disturbing

parameter on the horizontal axis; mean and standard deviation
of the GCI estimator error on the vertical axis.

The noise effects can be analyzed analytically. Focusing on
the noise influence, the frequency sampling of the harmonics
can be neglected. From the two previous signal models (15,16),
the following equations are derived:

G̃′
Nσ

g = ejωφ · Gθ
− · (G + Nσ

g )/− · L (17)

G̃′
Nσ

a = ejωφ · Gθ
− · (G · C− +

Nσ
a

L
)/− · L (18)

Comparing these equations with the unnoisy equation 8, we
make these conclusions: The amplitudes are always fixed by
|Gθ · L| because the all-pass residual is an all-pass filter. For
the glottal noise, like in equation 8, the vocal-tract filterC−

is correctly removed by the minimum-phase envelopeE−(.).
Hence, the influence of this kind of noise should not be depen-
dent on the formant positions. Conversely, for additive noise,
the noise term interacts with the vocal-tract filter. Additionally,
the noise is emphasized in low frequencies by the lips radiation
effect. Consequently,̃G′ has to be high-pass filtered as high as
possible, just belowf0.

4.2. Comparison with Electro-Glotto-Graphy

The validation of GCI estimators is usually made with an EGG.
The main assumptions are strong correlations between the vo-
cal folds motion, the glottal air flow and the glottal source of
a source-filter model. On an EGG signal, GCIs are detected
by locating peaks on the time derivative. These maximums of
derivative are usually correlated to the instants when the vo-
cal folds touch each other. However, they can corresponds to
the instant when they move the fastest [20]. Additionally, the
sub-glottal pressure takes an important part in the glottal flow
shape [11, 21]. Therefore, in the time domain, the relations be-
tween the EGG signal and the glottal source are time dependent.
Keeping in mind these differences, which define the bounds of
the comparison, a reference set of GCIs is created from the EGG
[2]. Then, they are compared with the detected GCIs.

The standard deviation between detected and reference
GCIs are computed on the threeCMU Arctic databases [22].
Moreover, the standard deviation normalized by the period is
computed. The rate of errors bigger than10% of the period
(Gross Error Rate (GER)) is also computed. To compute this
error, the propagation delay between the glottis and the micro-
phone has to be compensated. A delay of0.6ms is used. Three
methods are compared: the proposed one, the DYPSA method
[3] and a Group-Delay (GD) method [23] (table 1). The meth-
ods are evaluated only on voiced segments, but the determina-
tion of such segments is not obvious. To minimize the influence
of the voicing estimator on the GCI detection results, the voiced
segments are computed from the EGG: For each instant in the
EGG signal, this instant is defined voiced if there is a reference
GCI closer than one-half a period.

The standard deviation in milliseconds or normalized by the
period is always smaller with the proposed method. About the
standard deviation in milliseconds, the error of the proposed
method is≈ 71% of the error of the DYPSA method. Rela-
tively to the period, it is≈ 53%. About the GER, except for
the jmk database, the proposed method offers excellent results
compared to the state of the art.

5. Conclusion
The contributions of the glottal source and the lips radiation
have to be compensated before computing the vocal-tract filter.
Accordingly, instead of the common pre-emphasis, we use a



DataBase Method std[ms] std[%T0] GER[%]
Arctic bdl proposed 0.40 2.9 2.45
Arctic bdl DYPSA 0.71 6.36 9.41
Arctic bdl GD 0.63 10.34 33.06
Arctic slt proposed 0.26 4.28 5.43
Arctic slt DYPSA 0.48 8.91 25.19
Arctic slt GD 0.53 10.52 31.65

Arctic jmk proposed 0.72 3.76 9.17
Arctic jmk DYPSA 0.75 5.30 8.56
Arctic jmk GD 1.02 8.38 16.94

Table 1:std: standard deviation of duration between the refer-
ence and the detected GCIs.GER: Gross Error Rate: number
of differences> 0.1 · T0 compared to the number of reference
GCIs.

rough estimate of the shape of a glottal model and the standard
lips radiation model. By deconvolution of the speech signal
by this vocal-tract filter, the radiated glottal source can thus be
retrieved. Even if the shape of the glottal model is roughly esti-
mated, a negative peak is still prominent in the radiated glottal
source. Therefore, a robust GCI detection method has been pro-
posed in this paper taking advantage of this. The method seems
robust even for an aperiodic voice mode.

From an analytical point of view, we have seen that the am-
plitudes of the radiated glottal source are always the one of the
chosen model. Conversely, the all-pass residual is the one of the
real glottal source.

Moreover, thanks to a statistical evaluation and an analytic
examination, we conclude that the proposed method is robust
against glottal noise. Additive noise doesn’t seems to be a lot
more disturbing. Finally, the method is precise compared to the
state of the art.
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