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Abstract
The technique used for this composition is a semi automatic sys-
tem for speech to chant conversion. The transformation is per-
formed using an implementation of shapeinvariant signal mod-
ifications in the phase vocoder and a recent technique for en-
velope estimation that is denoted as True Envelope estimation.
We first describe the compositional idea and give an overview of
the preprocessing steps that were required to identify the parts
of the speech signal that can be used to carry the singing voice.
Furthermore we describe the envelope processing that was used
to be able to continusously transform the orginal voice of the
actor into different female singing voices.
Index Terms: envelope estimation, speech transformation,
chant synthesis.

1. Introduction
Perhaps one of the most tantalizing aspects of new technology is
its potential for rendering things that ought not be able to exist.
This is a particular challenge in music because it requires the
sonic objects to seem both real and impossible simultaneously:
If they sound artificial the sense of impossibility disappears.

The particular context of the composition being presented
in the following is a dance piece being written by one of us (JF)
based on Lolita by Vladimir Nabokov. The work is conceived
like an opera, but one that occurs completely within the mind
of the narrator. All thesungvoices heard by the audience are
the result of computer transformations of the narrator’s spoken
voice: they are simply manifestations of his speech/writing. In
this way, the piece is a trulyimaginaryopera: It is theopera
imagined in the mind of the narrator.

One of the compositional goals were the possibility to con-
struct sound signals that support the understanding that the ac-
tors mind changes between reality and imagination. In the
imaginary parts the actor invents female persons which, in the
performance, should be supported by the fact that the actors
voice is gradually transformed into female voices.

The final goal is an complete automatic transformation sys-
tem that allows to transform the actors voice in real time into
chant with the syllables automatically assigned to the notes in
the composed score. In its current state, the system is not yet
capable to achieve the automatic alignment of the spoken syl-
lables and the score. We are in the process to adapt the score
alignment system presented in [1] for this purpose. Therefore,
for the premier performance of the first part of the opera the
actor has been recorded before the performance and the speech
signal has then been labeled into the segments corresponding
with the notes of the score by hand.

The composed score requires extreme transposition of up to
3 octaves up and 1 octave down. In the process of the alignment
of the speech signal to the score the vocal syllables are going to

be stretched (depending on the actors articulation speed) by fac-
tor up to 8-10. Because signal transposition with preservation
of the spectral envelope does in fact preserve the speaker iden-
tity we make use of an additional female voice, recorded with
singing articulation with approximately constant fundamental
frequency to create a natural envelope data base that will be
used to replace the spectral envelope of the original actor.

In the following we will explain some technical details and
furthermore explain the complete processing chain that has been
used to create the sound file example.

2. Technical details
The underlying speech signal model is the standard source filter
model using the true envelope estimator described in [2, 3]. The
True envelope estimator achieves a cepstral representation of
the spectral envelope that automatically selects the important
spectral peaks to be enveloped according to the cepstral order.
The considerable advantage of the True envelope estimator is
the fact that the optimal model order can be deduced from the
fundamental frequency of the sound signal [4]. The optimal
order is given by

Oopt =
R

2F0
, (1)

whereR is the sample rate of the sound signal andF0 is the
fundamental. The optimal order is simply deduced from the fact
that the basis function of the highest cepstral coefficient does
not allow the spectral mode to represent the space in between
the harmonic grid of the signal spectrum. The eq. (1) assumes
that the vocal tract filter is sampled regularly by the excitation
signal. This formula reflects the fact that the information that
is available about the vocal tract filter is limited by the fact that
the transfer function is sampled by the harmonic structure of the
excitation signal.
Note however, that for real world sound signals the sampling
grid is not completely regular. At frequencyw = 0 a sample
point will be missing due to the fact that the signal transmission
chain does remove all constant values. Accordingly, as pro-
posed in [4] we use a 2 step approach to envelope estimation
where the first step is the estimation of an envelope using an
orderOopt/2. The results of this envelope estimation are used
to fill the artificial hole of the envelope at frequencyw = 0 by
means of adding an artificial peak with amplitude given by the
estimated envelope at that position. Then, in the second step the
optimal orderOopt can be used to estimate the final envelope
with all available details.

2.1. Transposition

Signal transposition in the phase vocoder can be obtained either
in the spectral domain, by means of shifting the spectral peaks,



or in the time domain, by means of re-sampling the signal and
apply a time stretch for compensating the change of the time du-
ration [5]. The main advantage of the first technique is the fact
that it’s computational demands do not depend on the transpo-
sition. The disadvantage is, however, that the time precision is
determined by the window duration.

The f0 estimation technique that has been used to determine
the original pitch of the speech signal is the yin algorithm as de-
scribed in [6]. To obtain an artifact free transposition that neu-
tralizes the original pitch contour we tried two different imple-
mentations of the time variant re-sampling. The first approach
was using piecewise constant transpositions and the second ap-
proach was using a piecewise linearly interpolated re-sampling
function. In the experimental evaluation we found that the ap-
proach with piecewise constant transposition required a frame
step size of approximately 1.5ms while the piece wise linearly
interpolated transposition achieved an equivalent quality with
frame step size of about 6ms. Because the inverse frame step
size will directly affect the computational costs of the transfor-
mation in the phase vocoder we selected the linearly interpo-
lated transposition despite its increased algorithmic complexity.

3. System overview
The whole transformation system consists of the following
steps:

• create envelope data base:
record of female singer for the complete set of phrases
to be transformed. The singer should use relatively low
and constant pitch to convey as much information about
the spectral envelope as possible.
The recording is labeled and for each segment a time
dependent target pitch and target position and a time de-
pendent mixing coefficient for the male and female en-
velopes are specified following the score of the compo-
sition.

• create actor recording:
The actors voice is recorded for the same segments. In
the current state of the system the actors voice needs to
be labeled as well. The automatic alignment of the actors
voice with the females singer voice will hopefully soon
be possible. The fundamental frequency of the actors
voice is estimated for the complete set of recordings.

• transform actors voice :
The speech signal of the actor is aligned to the target po-
sitions and target pitch using time stretching and trans-
position in the phase vocoder at the same time the phase
vocoder implementation allows us to scale the original
envelope and to add a scaled version of the spectral en-
velope of the female database.

4. Conclusions
We described a speech to chant conversion system that is cur-
rently developed with goal to be used in a theater play that will
be performed in 2008. As a preview of the complete perfor-
mance the first part of the play has been performed in 2006.
The voice transformation system that has been developed until
then did achieve results with rather convincing quality.

At the current state a semi automatic transformation can be
achieved that is robust with respect to transformation artifacts
for transpositions that extend up to 3 octaves up. For trans-
posing down we observe a significant loss in the quality of the

transformed signal already for transpositions of about 500cents.
We are currently investigating into this problem.
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