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ABSTRACT
We are presenting a set of applications that have been real-
ized with the MO modular wireless motion capture device
and a set of software components integrated into Max/MSP.
These applications, created in the context of artistic projects,
music pedagogy, and research, allow for the gestural re-
embodiment of recorded sound and music. They demon-
strate a large variety of different ”playing techniques” in
musical performance using wireless motion sensor modules
in conjunction with gesture analysis and real-time audio
processing components.
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1. INTRODUCTION
The development of motion capture and sensor technology
linking body movements and gestural expression to digi-
tal technology has created novel opportunities in the per-
forming arts over the last decades. Since the early experi-
ments by artists like Cage, Cunningham, and Rauschenberg
in the 1960s [7] – still using analogue technology – numer-
ous artistic and technological projects have explored novel
relationships between movements and sounds using wireless
real-time motion capture and interactive sound synthesis.
Many of these applications explore bodily involvement on
the borderlines between music making and music listening
as well as on the intersection of multiple disciplines such as
the design and performance of musical instruments, dance,
and audiovisual installations.

With the MO [8] we propose a device that can be easily
customised by a set of accessories. This system allows for
the adaptation of the device to a large range of scenarios
and applications without requiring strong engineering com-
petences. In this sense, we can present the MO as filling
the gap between complex development platforms such as
the Arduino and ready-made gaming controllers such as the
Wiimote.
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The study of the control and embodiment of sound and
music by movements in music performance, music listening,
and dance as well as extra-musical activities became a vivid
field of research over the past years [4]. Research projects
have explored applications allowing for the active partici-
pation in music listening [1]. The relationship between free
gestures and sound have been studied for example from the
perspective of air-playing or sound tracing [5]. Further re-
search has focussed on sound and gestures related to the
manipulation of objects [2]. While this research creates the
scientific background for many of our applications, the ex-
periments in this domain themselves represent interesting
application of the presented technology.

Figure 1: MO modular wireless sensor device used
in different playing scenarios.

Many of our developments have been driven by applica-
tions in music pedagogy. Methods of music pedagogy such
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as the Eurhythmics developed by Jaques-Dalcroze [6] can
be cited as precursors for many approaches to sound and
music embodiment beyond the repertoire of gestures and
movements involved in common musical practices (i.e. in-
strument playing techniques and conducting gestures). Our
particular interest in wireless motion capture and interac-
tive audio technology in this context is the possibility to
spontaneously create performance scenarios that fit a par-
ticular pedagogical goal. In many of our projects, the music
students have been involved in the elaboration of collabo-
rative scenarios that focus on particular aspects of music
interpretation such as tempo and phrasing as well as more
abstract musical aspects such as musical form or harmony.
These scenarios often use extra-musical metaphors of play-
ing such as a ball game or a chess match.

Music and audio games are currently emerging as a field
of application for many technologies and techniques devel-
oped in the domain of digital art. Recently, movement and
gesture analysis have become an important aspect in the
development of interfaces for gaming platforms and mobile
devices. In addition, we observe the appearance of computer
games with a strong accent on musical content as well as
games dedicated to real-time sound control and music per-
formance. In many aspects, the presented applications are
prototyping scenarios, techniques and practices for musical
games and playful sound environments for gaming platforms
and mobile devices. Other than many platforms, the pre-
sented technology supports playing scenarios involving mul-
tiple players facing each other in arbitrary spacial setups.

2. APPLICATIONS & SCENARIOS
The presented applications are a summary of different sce-
narios that we have developed over the past few years. They
include musical ball games, virtual orchestra conducting, as
well as a wide range of playing techniques based on musi-
cal and extra-musical playing metaphors. In these scenarios
for one or multiple players, the MO wireless sensor module
may be hand-held, attached to he body, or used to augment
objects such as a ball, a kitchen utility or a table to create
new instruments and playing techniques.

3. HARDWARE & SOFTWARE
All presented applications use the MO sensor modules with
the available accessories including a module with piezo sen-
sors, a baton of LED lights, and a set of passive elements
that can be attached to the core module. The presented
software components include a set of modules for the anal-
ysis and recognition of gestures [3] as well as a set of audio
analysis and re-synthesis modules integrated into Max/MSP
[9]. The audio processing components developed in the
framework of this project are mainly dedicated to the real-
time interactive rendering and transformation of recorded
sounds. They have been developed for the experimentation
with the re-embodiment of recoded sounds and music by
gestures and movements. A set of tools for the analysis and
annotation of recorded auto content provides automatic ex-
traction of audio descriptors and segmentation as well as
graphical visualisation and editing. The real-time modules
for the interactive content based rendering and transforma-
tion of annotated audio materials include a phase vocoder
as well as granular synthesis and concatenative synthesis
modules. In addition to the realised applications, the pre-
sentation shows how to create new scenarios and playing
techniques with the software components developed around
the MO sensor modules.

Figure 2: The MO device with different accessories.
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